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1. Introduction

Whenever two minimal units enter into a relatidreyt form a construction and, typically,
the relation between units in a construction wat be equal; is it asymmetrical. This is,
in short, the heart of wisdom that Dependency Plogyo(DP), or Dependency Grammar
more broadly, has contributed to linguistic thednycontrast with constituency approach,
there are no constituents, no ‘consist of’ relagionthe dependency approach. In
language, asymmetrical relations are found everyaiere two units combine: in
stress languages, two syllables are joined infoa’; where one will be stressed and the
other unstressed. In morphology, two nouns can Boocampound with one being
semantically dominant as well as, typically, deteing the word class. In syntax, one
word in a phrase will function as the syntacticdtie Even in single segments such as
affricates there is an asymmetric relation betw&erphonetic parts of the segment. The
status and implementation of this head-dependezlation (HDR) in both segmental and
suprasegmental structure is the defining featutb@DP framework, which we will
discuss in this contribution.

The organization of this chapter is as followsct®n 2 discusses the basic
principles of the DP approach. Section 3 reviewsesproposals for revision or further
extensions of the DP model that have been madeeititerature- While these revisions
mostly focus on the structure of segments, sedtidiscusses suprasegmental structure,
starting with the notion of syllable structure ahdn moving on to the distinction
between word and utterance structure. Section 5 eetn the manner in which DP
allows the expression of phonological alternati@®ection 6 compares DP to other

phonological models and section 7 offers a briefohasion?



As a preamble, a note on the term’ dependencys férm has been used in a
variety of ways, as also noted by Ewen (1995).datiére Geometry proposals (Clements
(1985); Sagey (1986)), the term can refer to tleednchical relation between a mother
node and its daughter(s), i.e. as the inverse wiiance: no headedness in the DP sense
is assumed; this is the sense in which McCarthg&)l8and others) have used the term.
Mester (1986); (1988) allows different featuresjdang on different tiers, to be
dependent on each other such that spreading aiags‘dlong’ the other. A related
concept is ‘government’ (the inverse of dependemay)n Government Phonology (Kaye
et al. (1985); (1990)) (see chapters 9-11 in tbiskh as well as section 6 below).

2 Basic principles

2.1. Dependency and Structural Analogy

Dependency Phonology adopts the basic premise pémkency Grammar, which is that
linguistic units enter intoonstructions that are characterized by a relation of dependency
between heads and dependents. The relation of depeyis applied in both thgtane

that combines meaningful (conceptually-based) basits into larger constructs (i.e.
syntax; thecontent plane) and in the phonological plane (whose constructslve
meaningless, perceptually-based basic unitsetpiesssion plane).® Fundamental to
Anderson’s work is th&ructural Analogy Assumption (see also Anderson (1971);
Anderson (1987), Anderson (2004); Anderson (20181 1b; 2011c), Bauer (1994)
and Staun (1996a) for discussion), which holds shraictural relations and principles are
the same in both planes of grammar. The planesfthrerprimarily differ in terms of the
sets of their basic units, i.e. their alphabetsctviare determined by the interface with
phonetic substance (for the expression plane) andeptual meaning (for the content
plane)* The assumption of structural analogy has rootsiris Hjelmslev’s theory of
glossematics (e.g. Hjelmslev (1953)). It might sebat this assumption runs counter to
the modularity assumption that is prevalent in Gative Grammar (and Cognitive
Science in general), but this is only true if weuame that recognizing different modules

(of grammar or of the mind) somehow entails thaséhmodules must have radically



different organizations. Anderson, as do we, adtisnore plausible assumption that
different modules follow theame principles of organization to the extent that ikis
possible. Indeed, there is no reason to believielieanotion of dependency, or any of the
other basic principles that we will discuss, angitiéd to grammatical moduléBy
taking analogies between the two planes as nomtaatzl and in fact reflecting the
relevance of general principles in both domaingjéson’s Dependency Grammar takes
a stance that has obvious implications for the geebbout an alleged Universal Grammar
that merely comprises a syntactic system, relegationology to a separate ‘expression
system’ (e.g. Hauser et al. (2002)). We will folldwderson in claiming that the
existence of profound analogies between the expregptane and the content plane
strongly argues against separating the cognitigeesys that permit humans to construct
a mental grammar for their language(s) in thisqaldiashion. At the same time, we agree
with Anderson that there is little reason to badi¢wat these analogies reflect principles
that are confined to an alleged innate Universain@nar, however construed.
Dependency structures form an alternative to ctuesicy-based approaches:
there is a principled distinction between the timoa dependency approach, all nodes are
associated to units from the alphabet. This mdaatsthere are no phrasal nodes that
dominate non-terminal nodes. This fundamental diffiee may be obscured by several
factors, however. Firstly, constituent structuré&ienerative Grammar has been
augmented with the notion of headedness ever sthoensky (1980). Constituents are
said to be headed, with the head being a basidexieal, unit that determines the
characteristic properties of the phrase it healls.r€sulting hybrid approach
(constituency-cum-headedness) has also found yam@ Generative Phonology
(specifically in theories of suprasegmental strretuSecondly, depending on how
dependency graphs are conceived, it is often vasy & map a dependency graph onto a
more familiar-looking constituent structure, espégiwhen the relationship of
subjunction is used (see section 4). While suclappimg may be deemed to serve no
purpose, it is nonetheless the case that the réaro@bmay obscure the principled
difference. Despite these factors that might bierdistinction to the casual observer, the

rejection of constituent structure is fundamentdDependency Grammar.



Anderson makes a distinction between two typespeddents: complements
(dependents that the head requires) and adjurti®ii@l modifiers of the head). We will
illustrate this distinction in section 4, where discuss the DP approach to syllable
structure. The dependency approach that is reviewtds chapter has been developed
by John Anderson (and a number of other phonole)gister the last five decades. With
reference to the alphabets for each plane, Anddrasmdvocated a strong substantive, or
grounded, position. Phonological units and stregare firmly grounded in perceptual
acoustics, while the basic units and structurea@fphosyntax are grounded in
meaning/conceptual structure. Groundedness alsm@xto structure, i.e. the formation
of constructions, in both planes. Headedness in plaines correlates with a substantive
notion ofcognitive salience. The substance-based approach stands in stamasota so-
called substance-free theories (see e.g. Hale arss R2000); Blaho (2008)).

We add a word about the ‘sociology’ of Dependencgr@nar here. While an
appeal to dependency as the organizational rel#tetrbinds words together into
sentences has deep roots in ancient approachasgiodge (Percival 1990), it is due to
the work of a few scholars that this approach leagldped into a branch of linguistics in
modern times. In particular, Tesniére (1959) isuntiational work, but other relevant
references are Hays (1964), Gaifman (1965), Heri(if#67) and Marcus (1967). We
refer to Anderson and Ewen (1980), Anderson ancdidi(1987), van der Hulst (2006)
and of course Anderson and Ewen (1987) for geroeiviews of the dependency
approach to phonology. As far as we can tell, Asders the only linguist who has
applied this approach to phonology. While, as wikshiow, various ingredients of his
proposal (developed in the early 1970s, in collabon with others) bear strong
resemblances to versions of generative phonologwkre developed in the 1970s and
1980s, these later developments took place indepelyd mostly in the United States.
Indeed, Anderson, working in Edinburgh (Scotlanid)rbt ‘found a school’ which could
exercise influence in other countries, let alonetioents. We are aware of only one
dissertation in this framework that was writterthe US (Kang 1991). Dependency
Phonology’s major resource remakrsnciples of Dependency Phonology (Anderson &
Ewen 1987). Various other phonologists have alsdentantributions to DP, mostly with

publications in European journals and in some dditdumes®



2.2. Segmental structure: monovalency, grouping, gendency and contrastivity

In this section, we focus on segmental structuré¢hé segmental domain, DP introduced
at least six important innovations, several of whiate back to early publications by
John Anderson and Charles Jones (Anderson & J&#% 1974Y:

(1) Segmental structure

- Phonological primes (called ‘components’) are mailent

- Phonological primes are organized into intrasegalelasses (called ‘gestures’)
- Combinations of primes and of classes enterarttead-dependency
relationship

- The same phonological primes figure in the regméstion of vowels and
consonants

- Representations are minimally specified

- Some primes may occur in more than one class

We must note that these aspects are largely indep¢and, as such, may be
shared (in part) with other approaches (see se6)ionhe following sections deal with
specific, characteristic topics in DP: monovale(y.1), the idea that vowel structure is
organized in a triangular way (2.2.2), segmentrivdegrouping (2.2.3) and minimal

specification (2.2.4).

2.2.1. Monovalency

With little if any precedent in phonology, Andersand Jones (1972; 1974) proposed, in
response to the tradition of binary features (Jakalet al. (1952), Chomsky and Halle
(1968)) that the basic building blocks of phonol@gg monovalent (i.e. have only one
value) or unary instead of binatyVhile DP uses the term component, we will here,
following Government Phonology (Kaye et al. 1988Jer to these unary features as

elements.’



An important distinction between the binary andmyregoproach is the fact that
the binary approach allows reference to both vatdesdistinctive feature. For example,
in the case of the featurge\oice], binary theories recognize both a classoided and a
class of voiceless segments, whereas unary apm@saciy allow reference to the class
that is positively specified with an element. (Tisatf we disallow reference to the
absence of a property in a unary model.) Givenftug a unary approach should count
as the null hypothesis because it is more restecplacing the burden of proof on
proponents of binary features; see Kaye (1988toHcally, features entered the
phonological arena as binary units (see again 3ahkobt al. (1952) and Chomsky and
Halle (1968)) and for this reason it is often assdrthat unarists have to defend their
position against the binary approach. However, feomethodological point of view,
once a contrast has been established, the inygadthesis must be that opposition is
encoded in monovalent terms, thus claiming tha tther value’ is a phonological non-
entity. This hypothesis can be falsified eitheifésts that require reference to the other
pole (still privative), or by facts that requirdeeence to both poles. Facts of the latter
type necessitate an equipollent characterizatiaghebpposition, either in terms of a
binary feature or in terms of two unary features.

Apart from the fact that a unary feature theormire restrictive, Anderson and
Jones also motivate their proposal on the arguthentbinary features present a problem
for the notion of markedness. This had in fact &leen noticed by Chomsky and Halle
(1968), who devoted a ‘late chapter’ (chapter Sheir Sound Pattern of English (SPE)
to the fact that a theory using binary featuresoaimope with certain recurrent
asymmetries between the two values of some, omperall, features. Comparing the
vowels /i/ and /i/, they note, as others did betbesn, that the roundness of /i/ and the
non-roundness of /i/ should be weighted differentiythat front vowels, in the absence
of a rounding contrast, are always [-round]. Anothdication of the asymmetry comes
from cases of neutralization. For example, in tbmdin of obstruents, where voicing is
typically distinctive, voiced obstruents seem m@#ricted in that, if the opposition is
neutralized word-finally, the voiceless obstruesttserge. Unary features allow for a
direct and, in fact, literal expression of markesné he vowel /i/ is more marked than /i/

because it must bear the mark of roundness, batklgdeing specified as front.



Likewise, voiced obstruents are more marked thaceless obstruents (at least in most
contexts; see below), since they bear an elemergsgonding to [+voice] and voiceless
obstruents do not.

In binary feature theories, the most straightfodhvexpression of the asymmetry
between the two values is to leave the ‘expectaliias literally unmarked. (Hence these
values themselves became known as ‘unmarked valUdsis, the unmarked value of
[round] (for front vowels) is minus and the unmatkelue for voice (in obstruents) is
also minu&’. This approach is referred to as Underspecifioafioeory (Halle 1959: et
seq.). However, for technical reasons Chomsky aalteH1968) could not appeal to
underspecification (see Stanley (1967)), but irdsedopted speciah/u values for
features (alongside the plusses and minuses) aatladd markedness (and linking)
conventions (see Kean (1975), van Lessen Kloek&2)}9This theory of markedness,
however, was soon abandoned and eventually unadispgon made a comeback
(Ringen (1978); Kiparsky (1982), Archangeli (1984jparsky and Archangeli proposed
that unmarked values should not only be unspecifigeby are redundant (i.e. in the
absence of a contrast) but also when contrastptaoe. This approach, which encodes
unmarkedness in terms of non-specification, cantetknown as Radical
Underspecification Theory.

On one view, a monovalent approach representstaenex form of radical
underspecification. The claim is simply that unneatlor default values play no role in
the phonology whatsoever. However, we must notethigaissue of using under- or non-
specification is not confined to binary featuretsyss: it is also relevant in monovalent
theories (see e.g. Durand (1988) and section Bglaw).

Clearly, while a single-valued system reflectsspgit of (radical)
underspecification by establishing a direct cotretabetween markedness and
complexity, it does so in a more rigorous way. Diestne fact that radical
underspecification theories ban one value, the anked’ default one, from phonological
representations, the option is left open that thvasges are filled in at some point in the
derivation, after which they may start playing enm the phonology by figuring in rules
as targets, changes or environments. More drartigtiitdnas been argued that the

markedness of a value may not be universal ingbiaie languages may show a



‘markedness reversal’ (see e.g. Battistella (198@),.acy (2006)). This, then, allows for
a situation in which [+voice] is the default valige (e.g. final) obstruents in some
language. Monovalent theories do not allow for redriess reversals, nor do they allow
the ‘unmarked value’ to become active in the phoggl The ‘unmarked value’ is a
phonological non-entity.

The reader might ask how, if this is the case, e@mkss can ever be contextual.
Thus, how can we account for the fact that [-rousdinmarked for front vowels,
requiring the specification of [+round] for frordunded vowels, among back non-low
vowels, [+round] is the unmarked value, which wosldjgest that [-round] must be
specified for back non-round vowels in case of mi@st? A unary system that uses the
unary features [front] and [round] would seem tacbmmitted to representing the ‘less
marked’ /u/ as more complex than the more marked /

) il w/  ful

Front Front — —
Round Round

We will return to this conundrum below, which hasihted unary systems for a
long time.

All things being equal, a unary approach is mostrigive than a binary
approach. However, in practice, when comparingedffit feature theories, all things are
never equal. Theories can differ in terms of whipkcific features they have, what kinds
of intrasegmental relations (such as head-depegylane used, and what kinds of formal
manipulations (‘rules’) they permit. The issue aif tomparison becomes even more
complicated when monovalent approaches includegwithat seem to be polar opposites.
We see this in some non-DP models that use unatyrees, for example when two
monovalent feature [ATR] and [RTR] are proposea (Steriade (1995) and others). Van
de Weijer (1992; 1993; 1996) proposed the oppwosirner features [stop] and [cont],
with the idea that both define recurrent naturasses. Van der Hulst ((2005), (in prep.))

argues for a particular approach that makes systeose of primes that form pairs of



polar opposites (see section 3.4). Adopting applgrenlar opposites is not equivalent to
adopting a binary feature, however. Under usualrapsions, two values of a binary
feature cannot be combined with a segment, oelf ttan, this must lead to phonetic
sequencing (as in [-cont][+cont] proposals forieffres). Unary features, on the other
hand, even when apparently opposites, may be caalanrepresent an intermediate
category. This will be illustrated in section 2, 2nhere we will discuss the specific DP
proposals for unary feature sets that have begmopeal within DP. This will also
introduce the notion of intrasegmental dependency.

2.2.2. The triangular set

Moving beyond the issue of the ‘arity’ of feature& will now discuss the specific set of
elements that have been proposed in DP. Andersbdares (1972; 1974) focused on
the representation of vowels. Given this limitatitms early publication did not propose
a ‘complete’ set of phonological elements and toeeedid not develop the notion of
grouping elements into subsegmental units (claggssures). They introduced the
characteristic and basic |a], |i}4sgt, showing how these units can be used to reqres
vowels, allowing them to occur by themselves atambinations. Let us take a closer
look at the DP proposal for vowel representatio@learly, the DP system differs from
the SPE system not only by using unary rather biaary features, but also by choosing
different phonetic parameters for characteriziregwbwel space. Whereas the SPE
system is bidirectional (just like, for instandeg tunary feature system proposed by
Sanders (1972)), since it only uses the high-lod/ the front-back dimensions in the
description of vowels, lip rounding being superire@od on these two dimensions, the
feature system of DP is tridirection&.

Characteristic of tridirectional feature systemthis fact that they at least employ
three basic primes in their element set, correspgro the three extremes of the vowel
triangle. In DP, these elements are first and fastrgrounded in acoustic percepts. The
three basic primes are commonly represented bgyimdols [i|, [u| and |a|, after the

vowels that these elements represent if they caicue:



(3) The basic primes of tridirectional unary featgystems for vowels:

Acoustic Articulatory
li] acuteness/sharpness frontness
lul gravity/flatness roundness
|a| sonority lowness

From a phonetic point of view, these elementscharly basic. They constitute
the so-called quantal vowels (Stevens 1972), thdhey are the acoustically most stable
vowels, in that their acoustic effects can be poaeduwith a fairly wide range of
articulatory configurations. In addition, thesesthvowels are maximally distinctive,
both from an acoustic and an articulatory pointiefv (see Liljencrants and Lindblom
(1972) and related work). Moreover, /i/, lu/, anfldre also basic as far as phonology is
concerned. They constitute the canonical three-Veysem, and they typically are also
the first vowels that children acquire. The chaédi|, |u| and |a| as basic vocalic
elements is therefore well-motivated, both phordiifcand phonologically.

With the aid of these three vowel elements at rsegén vowels can be
characterized, if we bear in mind that they canamdy be used in isolation, but also in

combination with each other:

@ {i* {ui} {lul}
{i,a} {u,i,a} {u,a}
{laf}

It will be obvious that these seven representattimeot exhaust the maximal
number of different vowels that are found in theglaage systems of the world, nor,
more crucially, possibly richer (or simply diffetg¢sets of vowels that occur in specific
languages. To express vowel systems containingariegen more vowels, additional
ways are needed to represent the total numbeneélgan terms of (combinations) of the
three basic vocalic elements. In principle, theeet&o ways in which this increase of the
combinatorial potential of the three features cdaddachieved. Features might either

occur more than once in a particular representatipone of the features in a feature
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combination might be prominent relative to anotieature (or features). Of these two
conceivable positions, the former is defended yaSe (1984) (in Particle Phonology
(PP); see section 6), while DP (as well as GoventrRaonology; see section 6) invokes
the concept of dependency to arrive at a largerbauraf possible representations.
Compare, for instance, the DP and PP represensaticine voweld/ in the

partial vowel system in (5).

5) 1/ DP: {i} PP: {1}
lel DP: {i;a} PP: {IA}
el DP: {a;i} PP: {IAA}
lal DP: {a} PP: {A}

Here dependency is expressed using the symb§h;B} being read as ‘B is dependent
on A’, or ‘A governs B’; see (6) for another notati®

As shown, in DP, elements are not just joined simaple, symmetrical
combination, but they can also enter into a retestidp in which one element is relatively
prominent, i.e. the ‘head’ and the other elemetttésdependent. If a language has just
one mid-series the dependency relation can remrepacified. We note at this point that
it is commonly assumed in phonology that contrastise of phonetic properties involves
a binary opposition, which can be expressed wlimary feature or a unary feature (vs.
its absence). Apparently gradual differences abpfonetic dimension can be
represented with more than one feature. This casebe in binary systems where two or
more features that refer to height or aperturatlypicapture a three- or four-level height
distinction. In DP, such gradual effects are cagaursy invoking combination of elements
and their various dependencies. With referencenority we will discuss this in section
3.4.

In addition, two elements can even entertain dioglan which neither feature is
dominant, a relationship which DP calls ‘mutuaHbéral dependency’. Thus we arrive at
the set of dependency relationships in (6), in &lternative notations that Anderson and
Ewen (1987) use to express dependency; the breares for ‘a class of segments
characterized by the element structure in question’

11



6) a {IX;Y]} or {{X==>Y|} -- Y is dependent on X
b. {IY;X]} or {|Y==>X|} -- X is dependetron Y
C. {IX:Y|} or {|{X<=>Y|} -- X and Y are mutuallydependent

By allowing the features to enter into a relatiagpshf ‘mutual dependency’ with |a|, a
relationship in which neither element counts ashita®d, DP maximally generates the

following set of representations on the basis eff¢atures |i|, |u] and |a|:

(7 The maximum number of combinations of |i|apd |a] in DP:
{Iil} {lu.if} {lul}
{li;al} {lui;al} {lu;al}
{li-al} {lui:al} {lu:al}
{lail} {lau,if} {la;ul}
{lal}

Implicitly, it is assumed that {|i,a;u|}, {|u;a,i|fli;a,ul}, {|a,u;i|} do not result in
phonetically distinct vowels, i.e. that they resalphonetically equivalent events. This
means that the combination |u,i| seems to behlewa lunit, such that |u|] and |i| cannot
occur on opposite ends of the dependency reldtiosther words, this combination of
elements does not seem to show a dependency asgmmet

Although the system of DP would in principle alléov the gradual oppositions
{lil} vs. {|i;ul} vs. {|i:u]} vs. {|u;i[} vs. {|u[}, it turns out, as Anderson and Ewen (1987:
275) observe, that “in virtually all languages, fivel at each height maximally one
segment containing both |i| and |ul; in other waddpendency relationships holding
between [i| and |u| are not requirédY.et, although they may not be required in pragtice
the fact remains that nothing in the theoreticairfework of DP renders dependency
relations between the features |i| and |u| implessiba principled basis. Van der Hulst
((2005), (in prep.)) proposes to use these twoiplesways of combining the color
elements to represent the two kinds of rounded i®imeSwedish (e.g. Riad (2014)).
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Staying with the DP proposal to not allow |i| amd¢ combine in two ways, at
most eight front vowels and four back vowels carrdpresented, plus the low vowel.
This is still, however, not enough to charactealigossible vowels and vowel systems
in the world’s languages. In particular, the centavels and/or the back unrounded
vowels cannot be represented on the basis of ¢@paHere the ‘and/or’ refers to the fact
that it is not certain that central and back undmehare distinct phonological categories,
although the former class, according the IPA-systlaws both rounded and unrounded
vowels. The mid rounded vowels perhaps requirgars¢e class in any event. This
brings us back to the issue raised in (2) of tipeagentation of /u/ vsw/, which raised
the question how this contrast can be represenitbdwt running into a ‘markedness
paradox’ To solve this problem, there have beerouamroposals to separate backness
from roundness, thus ‘splitting up’ the U-element.

Van der Hulst (1988) addresses this issue in thégb of a specific proposal that
builds on the fact that elements in head positmmtrédbute more strongly to the resulting
vowel than the same element in dependent positidieed such elements have greater
perceptual and thus cognitive salience. This méaatsphonetic interpretation is
sensitive to the head or dependent status of amegle Van der Hulgt1988) pushes this
one step further by proposing that a specific ptioneterpretation of elements correlates
with their head and dependent occurrence, as summmed(8), using articulatory rather

than acoustic labefé:

(8) Interpretation of |u]  Head: l[Afeconstriction
I
Dependent: Rounding
Interpretation of ||  Head: Palatal constriction
|
Dependent: Advanced Tongue Root

13



Interpretation of |a]  Head: haR/ngeal constriction

|
Dependent: Openness (RTR)

This proposal allows an element to occur twice,alvhis not a standard assumption in
DP. By itself, however, this system does not stiemarkedness issue, since /u/ is more

complex thandi/ in (9).

(9) TR, Wl ul
| | u u
u u

We will return to van der Hulst’s proposal (whiclaswdeveloped in van der Hulst (1989)
and also in work by Norval Smith and students; Bajma (2004); (2009); Botma and
Smith (2006); (2007); Smith (1988)) in section 3ere we will discuss the idea of using
an element more than once in a representatibiere we will focus on the overt
recognition of the dual character of |u| which &la® been acknowledged in other
proposals. A number of phonologists, notably L4€84) and Rennison (1986), have
argued that these two aspects of |u| should irbfagiven independent status, thus
splitting up |u] into two features||(‘labiality’ or ‘roundness’) andd| (‘velarity’ or *high

backness’), which still entails the same problenmd®): /u/ comes out as more marked:

(10) fil [a/ L/ fu/
i [ w w
® ®

Again, these various proposals do not solve thblpno of how to represent central
vowels in a manner that reflects their markedng&ssleal with the problem of central
vowels, Anderson and Ewen (1987) propose a diffegelution. To the voweld/ they

assign not only the two color elements, but alsew element?|, the centrality element:
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(11 The representation of /u/: The espntation oful/:
standard DP: {|u[} stardiDP: {|u,ip|}

While this proposal solves the markedness asymyrbgtrepresenting central
vowels as more complex, another solution that cbeldonsidered is to represent As
devoid of any elements; this is in fact what Ander§2011c) suggests. The idea that one
vowel can be represented as the null set has pteeedents, especially with regard to
one of the central vowels, in particular the scligee e.g. S. Anderson (1989t first
sight, this makes this vowel the least complex,itwe limit the markedness-complexity
correlation to segments that are positively spedjfive can add the special clause that a
segments that is devoid of any property is the rmoatked’ vowel, due to the fact that it
misses any perceptual salience, which is worsenthigimg two perceptual images as in
vowels that combine two or more elemefit$he proposal to acknowledge the ‘null
option’ (lacking elements) may obviate the needliercentrality element, although it is
not clear how central vowels of different heighi#l tne represented, if the null ‘element’
is not allowed to combine. Van der Hulst (in pregmlves this problem by introducing a
fourth elementl]|, similar to the centrality element, which caneemt a dependency

relationship with the element |a| to represent émlorless vowels of different heights:

(12)

1 U Placeless | Ul U
O I ~1 yly i~w ! ulu
UA e 7] 9~Y e o]
Al € (05 3~A 8 o
A s ] e a a D

This chart also contains two series of non-backdotwwels, based on the headedness of
combinations of the two color elements. It doesdistinguish between advanced and
non-advanced vowels (as indicated for the highesewhich requires an element for the
expression of tongue root position), which we diicuss in the next section, after first

introducing the notion of grouping.
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2.2.3. Grouping
The relevance of feature grouping has long beevgrezed in DP. While it was not part
of the original proposal by Anderson and Jones4)97ass and Anderson (1975) and
Lass (1976) offer a number of specific argumends skupport the view that the matrix
characterizing the segment should be split upahteast two submatrices, gestures
This subdivision into element sets reflects thé flaat phonological processes can refer
precisely (e.g. delete or spread) to either ofdhmestures, the other gesture being
unaffected (cf. the so-called ‘stability effect$’Autosegmental Phonology, Goldsmith
(1976)). Lass (1976) discusses cases of reductifuill @onsonants to the glottal
consonants [h] and glottal stof],[which occur, for instance, in many varietiesSabts
(cf. also Lass (1984: 113-15), which show the iraeglence of the laryngeal features vis-
a-vis the oral features, a proposal also made raifigson (1978) on the basis of
Icelandic preaspiration data and subsequentlyiiows versions of Feature Geometry.
The DP arguments for grouping are essentially joais to the arguments that have been
presented for feature classes in Feature GeonsseyGlements (1985); Sagey (1986)).
In early DP work, the bipartite division that wagygested by Lass and Anderson
(1975) into a laryngeal gesture and an oral geswase replaced by the following
proposal for a tripartite gestural division of semits (Anderson and Ewen (1980), Ewen
(1980), Lass (1984)), by splitting the oral gesinte a gesture for major class and
manner-like distinctions (the categorial gestuagy a strictly articulatory (place) gesture.
The term ‘gesture’ here is used completely equivdjego the way in which ‘class node’
is used in Feature Geometry, where one segmentifibeof which is expressed by the

root node, which consists of various class nodes).

(13) segment

/’\

initiatory gesture categorial gesture articulptpesture

The initiatory gesture contains elements expresairggream properties and glottal states.
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Ewen (1986: 205) extends this model by recogniavgmajor ‘super’ gestures,
the categorial and the articulatory gesture, botloch contain two subgestures. The
categorial gesture contains a ‘phonatory’ subgedfior elements expressing manner or
stricture properties and major class distinctiarg) the initiatory subgesture (as before,
for airstream properties and glottal states). Titieldatory gesture contains the locational
subgesture (with elements for place properties)andro-nasal subgesture containing

just one element (viz. nasal). In addition, a togatal gesture is added:

(24) segment
categorial artatory tonological
gesture gest gesture
/\ / \ lil, lul
‘phonatory?? initiatory  locational oro-nasal
subgesture subgesture subgesture bgesture
ICI, V] O, IGI, K] [al{ui.. In|

The locational elements listed in (14) are notdmaestive set; see below.

We will discuss the structure displayed in (14inare detail, following Anderson
and Ewen (1987) (henceforth AE). The proposals WAE make for the tonological
gesture are sketchy (see also below). Most workdes on the development of the
‘phonatory’ subgesture (for manner and major cthssnctions) and the locational
gesture (for place). We will discuss these two sshges in turn.

The ‘phonatory’ subgesture contains two eleme¥tsand |C| which AE define as

follows:

“|V|, a component which can be defined aktively periodic’, and

|C|, a component of ‘periodic energy reducti (p. 151)
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As mentioned above, from the start DP adopted i that the primary interpretation
of element is acoustic, a position that Governniiranology has adopted as well. They

then continue:

“..,|V| and |C| differ from the [Jakobsaijigocalic and consonantal
distinctive features in that the presenfcsay, |V| in a segment
does not necessarily imply that the segnseinta simple binary
opposition to an otherwise identical segnmern containing |V|.
Rather [...] the more prominent a particla] component [...]

the greater the preponderance of the ptppbaracterized by that
component. Notice too that |[V| and |C|d=@aracterise segments

either alone or in combination.” (p. 151)

‘Prominence’ of elements is expressed in termsiwad-dependent relation.
These dependency relations provide the tools toesgp humber of major

segment classes in terms of combinations of |V||@hdas shown in (15):

(15) {Iv:Cl}
vl frie
{ICl} {IvV:C=>V|} {[v=>C[} {l[v=>V:C|} {IV[}
vcl. stop voi fric nasal liquid vowel
AN /
{IC=>V]}
voi stop

Below the actual representations, we have indicatédh classes of segments they
represent. AE argue that the representations teflsonority ranking, going from left to
right, in which the classes of voiceless fricatiaesl voiced stops are claimed to have
equal sonority. Further distinctions (leading tpa@ate representations for laterals,
strident fricatives, etc.) will be discussed bel®wote the use of complex structures that

involve ‘primary (or head) structure’ like |V:C|tening into a dependency with other,
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‘secondary’ structure, another instance of usiregsidime element multiple times (within
a gesture); see section 3.4.

In order to characterize the segment classes nirfldbfeature system of the SPE
type (Chomsky & Halle 1968) we would need the feadyvoice], [consonantal],
[continuant] and [sonorant], where DP uses just$mgle-valued features: the elements
|C| and |V| and their interdependencies. Howeweg peductionism was not AE’s
primary motivation for replacing major class andnmer features by CV-complexes.
They claim that their approach is more adequate titzaitional binary theories in a
number of respects. First, as saw above, by regdinary features with structures of
varying complexity, representations more adequatdlgct the relative markedness of
phonological major class and manner categorie€l3) the categories vowel and
voiceless stop are the least complex, which refldetir relatively unmarked status.
Fricatives are more complex than stops and voibtstieents are more complex than
voiceless ones. This again reflects well-known arakly accepted claims regarding the
relative markedness of these categories. Secoasllgiso stated earlier, AE also claim
that the array of structures provides an adequsteacterization of the notion of relative
sonority. Degrees of sonority correspond to thewarhof ‘V-ness’ that a representation
contains. (We could likewise define strength imgiof the amount of ‘C-ness’.) This is
useful in the characterization of lenition proces@ee section 5). Thirdly, AE claim that
the structures composed of |C| and |V| provide 1@ mdequate basis for the expression of
phonological processes than traditional binaryesystdo. With reference to (15), AE
note that these structures reflect an asymmetityeilbehavior of ‘voicedness’, as
opposed to ‘unvoicedness’. If we assume (as masqbgists do) that phonological
rules can only cause phonetic events by manipgjgginonological units, the structures in
(15) express that languages can spread ‘voicinghbuthe absence thereof. If this is
empirically correct, representations as in (15)saneerior to binary feature systems in
which [+voice] and [-voice] have the same st&fBinally, the CV-constellations are
constructed in such a way that affinities betwdenghonological categories that they
represent are formally expressed. For examplddrstructures in (15), an ungoverned
|[V| can be glossed as [(+)sonorant], whereas argesidV| forms the equivalent of

[(+)voice]. This particular example reveals that DBnages to express distinct but
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clearly related phonological categories in terma single primitive appearing in

different structural positions, where traditionahfure systems must stipulate a relation in
the form of redundancy rules like [+sonorant][+voice]. In DP, [+sonorant] and

[+voice] are manifestations of one and the sammee, viz. |V|. The relation between
these two categories is therefore inherent to &séchvocabulary.

Before we turn to a further discussion of the symththe categorical elements |C|
and |V|, we will briefly discuss the other ‘gesgir@lement classes) in (13). First, we
turn to the second subgesture of the categorialigesviz. the initiatory subgesture. DP
advocates the idea that the traditional concephohation (involving glottal states and
vocal fold vibration) is relevant to two differegestures. Vocal fold vibration (voicing)
is, as we have seen, expressed within the ‘phoyiatobgesture of the categorial gesture,
whereas glottal state distinctions are incorporatdte initiatory gesture. This latter
subgesture contains the ‘glottal opening’ elem@h{‘aspiration’) and two elements used
for the description of different types of airstreamachanisms, |G| (for ‘glottalicness’, i.e.
‘constricted glottis’) and |K] (for ‘velaric suctig.

AE argue that the use of |O| is called for in thygees of languages (AE: p. 188):

- Languages that have a voice distinction that ire®Imore than two

categories (e.g. Indonesian, which has voiceléssyoice’ and ‘tense voice’)
- Languages that do not seem to use voice but ratipgration (e.g. Icelandic)
- Languages that have an opposition between voiceéd@oeless sonorants
(e.g. Burmese, which has this contrast for nasallateralsj*
Proceeding with this sketch of DP, let us turthi daughters of the locational

subgesture. AE introduce the place elements in (16)

(16) DP place elements
[i] ‘palatality, acuteness/sharpnessl| ‘linguality’
|u| ‘roundness, gravity/flatness’  |t| ‘apicality’
|a| ‘lowness, sonority’ |d| ‘dentality’
|@| ‘centrality’ |r| ‘retracted tongue root’
¢t| ‘Advanced Tongue Root (ATR)" |L| ‘laterality’
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Not all these elements play an equally importatg mothe theory. The heart of
the set of place elements is formed by the famifiar subset, which plays a key role in
the representations of vowels and consonants. Tvtber elements are added for
vowels, centrality (already discussed above andgpes redundant) and ATR (an element
that we will return to below). Here we will focus the elements which are mainly or
exclusively used for consonants (the right-handiroml).

[l], lingual, was motivated by Lass (1976) to cepthe natural class of high front
vowels and tongue blade and tongue body consonahish he claims recurs in sixteen
processes in the history of English.

[t| is meant to capture the contrast between agiwhlaminal coronals, while |d|
distinguishes dentals from alveolars. Systemstthaé dentals and alveolars frequently
distinguish these places also in terms of apicdllaminal, although no system seems to
have an apical/laminal distinction at either thatdeor alveolar place of articulation.
However AE argue that in certain cases both |d|thsdem necessary.

[r] is introduced to represent pharyngeal conssnai also consider using this
element in vowels to capture the ATR/RTR distinct{E: 243-245). However, given
the evidence that in many harmony systems the [A&R]e is dominant, AE suggest
that another elementy|| is needed for such systems.

|L| is introduced without too much motivation, signfo capture laterality, despite
the fact that laterals are also captured in thengatary gesture. One might say, however,
that |L| is needed for lateralized segments suthtersl fricatives.

Here are some representative consonantal placesergations:

a7 A{lul} {1} {ILil} {Ihul} {Ilu,al}
labials dentals, palatals velars uvulars
alveolars

Note that the variety of elements that is used hetiee representations for consonants
somewhat weakens the idea that elements are uses$dle board, i.e. for both

consonants and vowels (see the fourth assumptiti) mbove). Both in DP and DP-
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inspired approaches (Smith (1988), van de Weij@8¢), Staun (1996b), among others)
various proposals have been made to cut back tlod kecational elements to the basic
aiu-set. Also in Radical cv Phonology (van der Hulgrep.) all the extra elements in
(16) have been eliminated, with the resulting setdp fully employed for both
consonants and vowels.

The oro-nasal subgesture contains precisely omeegie |n|, for ‘nasality’. Recall
that there also is a phonatory characterizatiamasals {|V=>C]|}. This is comparable to
the case of laterality for which DP also proposed@natory representation (for laterals
proper) as well as an element (for lateralization).

One might wonder whether DP really needs a nasalyient, or, if it turns out
that such a element is necessary, whether thiseglestmould occupy an entire subgesture
by itself, which seems to have been proposed obdkes of general phonetic
considerations. With respect to the first questiia,argue that nasal consonants not only
form a natural class with other sonorant consonaytsharing certain characteristics in
their categorial (particularly phonatory) represgioins, but they also form a natural class
with nasalized segments, which may have differpat#ications in the categorial
gesture. In order for this latter natural clasbeéaeflected by the DP representations of
the segments in question, AE argue that we neegarate component, |n|.

Before we return to the ‘phonatory’ (i.e. Major €$8Vlanner) subgesture, let us
briefly look at AE’s proposals for the tonologig@sture. In their excursus on
representations for tonal distinctions, AE makeitiieguing suggestion that the
elements |i| and |u| (as part of the tonologicsiuge) could be employed for high and

low tone, respectively.

“..we propose that the appropriate representafamnthe two tonal components
are [...] |i| and |u|. In other words, we are sstjge that |i| and |u| in the
tonological gesture bear the same relation tmdi||a| in the articulatory gesture
as |V| in the categorial gesture does to |a| imttieulatory gesture [...] That is, |i|
involves (relatively) ‘high frequency’ and |u| @élely) ‘low frequency’; whether

this is interpreted as high (of low) Br as concentration of energy in the higher
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(or lower) regions of the spectrum depends on timtext - i.e. gesture in

which it occurs.” (p. 273)

What is most noticeable in this proposal is thanitbeuse the same elements, viz. |i| and
|ul in two different gestures. To emphasize thiatdtrategy is present in the AE
proposals, we will here also quote AE on their sgign concerning the identity of |a|
and |V]|.

“...there is clearly a relationship between |ap a@smponent within the
articulatory gesture, and |V|, as a componentet#iegorial gesture. Consider
the acoustic glosses which we have given the twapoments: |V| corresponds
with maximal periodicity, and |a| with maximal soity Vowels, by virtue of
their periodicity are the most sonorous of the gattial segment-types, while
open vowels are the most sonorous within the dagswels. [...] The open
unrounded vowel, then, might have {|V|} both as tdygresentation of the
categorial gesture and of the articulatory gestijpe215)

The importance of these quotes is to show thatggest the strategy to employ the
same elemenis different (sub)gestures (which needs to be distinguished from using the
same element more than once within a gesture),déxging similarities in phonetic
interpretation, while attributing the differencestle fact that the ‘(sub)gestural location’
of an element has a bearing on the phonetic irg&apon as well.

This shows that DP offers two possibilities forueinhg the number of primes.
Firstly, fewer primes are needed due to the depenyde=lation. Two traditional features
can be replaced by the dependent and head occerméacsingle prime, e.g. |V| for
[voice] and [sonorant]. Secondly, fewer primesrageded given grouping. One particular
element may occur in various groups, each time aitifferent phonetic interpretation
and thus replace two or more features.

In section 3.4 we will elaborate on this reductstrategy, which forms the

foundation of Radical cv Phonology.
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2.2.4. Minimal specification and polysystematicity

Even though the adoption of unary features pre-siti@ notion of underspecification in
many ways, it does not become inapplicable. Andeestyocates a strong minimalist
view with respect to the specification of phonot@giinformation, which must be strictly
contrastive. All redundant, predictable propersiesuld be eliminated from the
representation. Underspecification becomes relewaeth we consider positional
phonotactic restrictions, as for example in thelAkebwn case of English initial clusters.
In a trisegmental cluster like /spr/ the initiagseent, if consonantal, can only be /s/,
which means that all properties of this segmentepkits consonantality, are predictable.
Likewise, the second segment (a voiceless stopjhardisegment (an approximant) also
have many predictable properties. Without spelingwhat the minimal representation
in terms of components would be, it seems cledntiiyy few elements are required.

It is important to note that (in general, not jusDP) the use of
underspecification undermines the traditional notdthe phoneme as a unit that
generalizes over allophones that occur in diffeparsitions, being in complementary
distribution. Such a rejection is masked by theafgderms like ‘archiphoneme’. Rather,
it leads to a type of analysis in which each positn the string of segments has its own
contrastive set of oppositions (its own segmentesysso to speak). This means that
phonology igpolysystematic(as recognized in the Firthian approach (Firth8R4~or
example, if a language limits syllable-final conaots to plain voiceless stops, the
relevant position only allows a contrast betweemtebver the plain voiceless stops are
that the language allows in terms of place. If thigbial, coronal or dorsal, then a final
‘k’ can simply be represented as {consonantal, @al@rslowever, an initial ‘k’ might
contrast with all other consonants and might tleeeehave a richer representation, e.g.
{consonantal, voiceless, stop, dorsal}. The polyesystic view holds that these two sets
of features are independent and not unified ungleinad concept of ‘the phoneme /k/".
Nevertheless, these two sets are mapped onto pberents, which happen to be very
similar. The classical notion of the phoneme fotynekpresses this phonetic similarity

which, as argued by Pike (1947), provides a natwaais for an economical alphabetic
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writing system. However, Anderson sees this tradél notion of phoneme as not being
a genuine phonological entity.

In conclusion, segments in all positions of thkatye have their own sets of
oppositions. Segments in a given position are fipdaminimally to distinguish them
from other segments that can occur in the sameljganatic slot. Furthermore, in any
such system one member can always be specifidaasitl option (i.e. without any
elements).

Anderson extends the use of underspecificatidiméar order. We return to this

point in section 4 where we discuss the DP apprt@asillable structure.

3. Developments in DP
In this section and the next we discuss severaldpments that have taken place in DP,
especially in the characterization of segmentaicstire. We will organize these

developments according to the (sub)gestures thely &

3.1 Developments with respect to inter- and intradagestural dependency

Standard DP used the possibility of allowing subgres to enter into dependency
relations, but this was not fully exploited. Thasthematically summarized in (18),
where an asterisk indicates that no dependenctyardaare proposed between the units

connected by the bidirectional arrow:

(18) CATEGORIAL <--oeee*ereee-> ARTCULATORY
/ \ / \
PHONATORY <---> INITIATORY ~ORO-NASAL <-> LOCATIONAL
I\ o\ | I ]\
[V|<->|C] |O]<-*->|G[<-*->|K|]  [n| li|<->|u]<->|a] etc

I | |

In (18) we also encode that there are no dependetetyonships between the two main
higher gestures: there are no circumstances ungiehwegment types are distinguished
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by means of a difference in the dependency relddeiween the components of the
categorial and articulatory gestures.

It is unclear why AE use precisely the dependendiestrated in (18) and no
others. In an attempt to restrict the DP model,ddgort and Staun (1986) argued to
dispense with inter-subgesture dependency. They #iat once the glottal opening
component |O| is assigned to the major class/mdfpiematory’) subgesture and a new
component |i| (‘initiator velocity’, expressing tdgection of airflow) is assigned to the
initiatory subgesture, there no longer is a needlépendency relations between the
phonatory and the initiatory subgestures. We ref@avenport and Staun’s (1986) work
for further discussion of this point, and the raaafions of their proposal for the DP

framework?®

3.2Developments with respect to the oro-nasal subgeséu

Noting that DP expresses nasality in two ways éee), Davenport (1995) proposes to
dispense with the component |n| altogether. Thidias that the categorial
characterization of nasality ‘survives’, althoughv@nport’s proposal is that nasality is
not expressed in the Major class/Manner (‘phondtebgesture (i.e. not in terms of
specific |C|/|V| combination), but as a separatepmment |[N| in the initiatory subgesture.
So, in a sense, Davenport’s proposal is a compmbesveen the two ‘old’ ways of
expressing nasality in DP. We refer to Davenpattgle, which shows that the dual

representation of nasality leads to unsatisfaatesylts in DP.

3.3 Developments with respect to the initiatory sujpesture

Davenport and Staun (1986) maintain an initiataygesture, which contains
components for airstream distinctions: |I| ‘egressiirflow’ (nor present in AE 1987), |G|
‘glottalicness’ and |K| ‘velaric suction’; |O] whi¢orms part of this subgesture in AE has
been moved to the phonatory subgesture in theirem&drthermore, we just saw that
Davenport (1995) proposes to add a component #ishlhto the initiatory subgesture.
However, their proposal has not been worked oturither detail, as far as we know, and

26



so it remains ‘food’ for further thought on theussof intrasegmental structure within
DP.

It is noteworthy that research in DP has not dgyed a separate ‘laryngeal’
gesture that would capture voicing, aspiration glettalic constriction (as in most
Feature Geometry models). It is also noteworthy fe@ture Geometry proposals have
generally not proposed a class node with featuremitiation, i.e. for ingressive sounds
like implosives, and clicks or egressive sounds électives. Segments of the latter type
are usually expressed with laryngeal features aoagplex segments with a double

articulation (see Sagey (1986)).

3.4 Developments with respect to the Major class/Maer ‘phonatory’ subgesture
We will now turn to a more extensive evaluatiorthad organization of the phonatory
subgesture and argue that the ‘syntax’ of CV cowtins is not clearly defined in AE’s
version of DP, a point also emphasized in den Dnkdked van der Hulst (1988), who
offer an alternative which can be seen as an imapbstep in the development of Radical
cv Phonology (van der Hulst (1994); (1995); (200&)prep.).

For convenience, in (19) we repeat the set ofraisbins built from |C| and |V|

which AE propose as a kind of core set:

(19) {IV:Cl}
/ ch.fm
{ICl} {IvV:C=>V|} {[v=>C[} {l[v=>V:C|} {IV[}
vcl. stop Vvoi fric nasal liquid vowel
\ {IC=>V|} /
Voi stop

The core of this set is formed by the five diffdrbasic structures that are composed of

two elements:
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(20) {ICl} {Ic=>V]}  {IV:C|} {iv=>Cl}  {IVi}

stop voi stop fricative nasal vowel

As we see in (19), this set can be expanded bygddsecondary instance of a basic
structure in dependent position.

From the viewpoint of generative power, one woikd to know exactly what the
set of possible C/V combinations is that includesipry and secondary structures. AE
do not address this issue explicitly. Rather, asnsemotivated by the attestation of
potential manner contrasts, they continue to addstauctures, more or less in an ad hoc
way (even though they provide cogent argumentsdch individual structure that they
propose). For example, AE add the following momaplex representations to capture
further distinctions®

(21) {I[V.C<=>V|} {|V=>V:C=>C|} ({|V:C<=>V=>]|} {|V:C=>C]}
fricative lateral voiced lateral non-sibilant
trill fricative fricative

Here we even see the use of three levels of steitbu the two categories in the middle.
The argumentation that AE provide in favor of thesgresentations is based on attested
natural classes. Fricative trills may pattern witliced fricatives in conditioning
phonological processes (AE give ‘Aitken’s Law’ asexample). Given the

representations in (21), the relevant natural atassbe represented as in (22):

(22) {V:C=>V}

Lateral liquids, of course, must be distinguishenirf r-sounds, which motivates the

second structure in (21). AE write:

“...laterals are phonetically unique, as far aspthenatory sub-gesture is
concerned, in having effectively two manners ofcatation. While there is a

stricture of open approximation at one or both sioiethe mouth (at least for
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sonorant laterals), there is also closure in timgreeof the oral tract. [...]
Essentially, then, the |C| node characterizes@nsecy [..] stricture type within

the phonatory sub-gesture.” (p. 163)

The dependent |C| in laterals expresses the faickaterals may pattern with stops. In
traditional feature systems, there is no direct veagxpress such a class without
introducing the feature [continuant] in lateraldii@h is redundant since laterals are
already uniquely characterized as [+lateral].

The extra dependent |C| in the third representati¢®2l), then, also adds
laterality to the fricatives (p.164).

The fourth structure reflects the distinction bedweibilant and non-sibilant

fricatives.

“.../sl may be interpreted as the optimal fricafiy@netically; acoustically it
shows the ‘simplest’ combination of consonantal eochlic properties, while the
other fricatives involve energy reduction in vasdeequency bands. In
comparison with the sibilants, then, the otheratives display extra /C/-ness.” (p.
166)

Even though AE carefully motivate the structure§2@) and (21), formally capturing
many relations between different sound classestiiat be stipulated in traditional
feature theories, questions can be raised congethérestrictiveness of their approach.
The ‘syntax’ underlying combinations of componegif® and |V| in this case) is not
explicitly defined, i.e. we do not know what théealcset of possible dependency
structures is. Clearly, AE assume that the syrdgaixia sense, recursive, so that
structures that have been formed can be inputrtbducombinatorial structures.
However, given that this recursive syntax allowspiinciple, many other structures, we
must conclude that AE make no serious attempt noectm grips with the notion
‘possible phonological segment’. Arguably, the antof possible segment does not play
a decisive role for AE. Their approach allows amednceive of structures of various

degrees of complexity and the only relevant coneearuald then be to predict that more
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complex structures imply structures of lower degrefecomplexity within a given
language (within a given position).

While this is a valid position, den Dikken and \ader Hulst (1988) nonetheless
make a proposal with respect to the use of the coents |C| and |V| that imposes a
general limitation on the complexity of CV-struaar The initial idea in this proposal
(based on van der Hulst 1988, discussed in se2tihR) is that each component can
occurat most twice. In several articles and in work in progress) der Hulst has
developed this initial proposal, trying to maintaisystematic and ‘controlled’ set of
structures in which each structure is actually useekpress attested contrasts; this is the
theory of Radical cv Phonology (RcvP), cf. van Hetst (1995); (1996; 2000; 2005;
2015a; 2015b; in prep.). Recall that Anderson awdriE(1987) explored the use of the
same elements in different subgesture (see ablovBEvP, this idea is pushed to its
logical extreme. In addition, the proposal is ttare are onlywo elements. Somewhat
arbitrarily, RcvP adopts the labels |C| and |V|iiese two elements. In each gesture,
these two components allow a four-way distinctimphonological classes: C, C;V, V;C,
V.27 28

These structures will receive different interprietas depending on the syllabic

positions that they occur in:

(23) Onset head C C\V V;C \%
stop stop fric. strident fri¢®
strident
Onset dep. nasal liquid rhotic glide
Rhyme head high high-mid low-mid low
Rhyme dep. nasal liquid rhotic glide
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The syllabic structure also has a four-way distorc{C, C;V, V;C, V), which is encoded
in its basic template which maximally allows a lnaing onset and a branching rhyme.

While this proposal allows a reduction to four lsagructures, there does seem to
be a need for some further finer distinctions whtals call for secondary occurrences of
the C and V components. We have seen that thefs®ondary structures was already
present in (21). Although Anderson (2011c) doespnesent a complete outline of the
DP elements and their structures in phonologioginsants, hexplicitly recognizes a
distinction between primary and secondary occuegmt elements, which represents a
major innovation compared to Anderson and Ewen{L98evising the combinatorial
system in (18) and (19), he proposes to represesatlity and voicing in terms of
secondary occurrence of the C and V elements:

(24) {V.C{c}} {v.C} {V:C{v}}
nasal lateral rhotic
Anderson (2011c: 114)

(25) {C;V{v}} voiced fricative
{C{v}} voiced stop
Anderson (2011c: 362)

The idea to use elements in a secondary role (wkialso a trait of RcvP) deserve
further exploration. We conclude this section vatie example from van der Hulst (in
prep.). The RcvP model, as we have discussed, |pteguiwo antagonistic elements in
each class. This raises the question how the wiangpproach to location in the AlU
approach is incorporated in this model. Van dersHsiliggests that the traditional view,
which regards |u| and |i| as ‘colors’ and |a| @sdgty’ suggests that |u| and [i| belong to
one class (which we may call ‘color’ for conveniepavhereas |a| belong to another
class (which we can call ‘sonority’ or ‘aperturdjowever, this implies that |a] must have
an antagonistic counterpart, which van der Hulstegents as]|. The element labels
used here are for convenience only, because thelesaents are |C| and |V| in both

classes:
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(26)

Aperture/Color

Laryngeal\Aperfure

{v.C}
{L,H} Aperture/Color Color
{v.C}
{u.l}
{v.C}
{AL1}

The labels ‘Aperture’ and ‘Color’ as well as ‘Laggal’ are merely mnemonic short
hands for structural representations that indittziethe ‘Aperture’ node is the head,
taking ‘color’ as a dependent complement (indicdtedhe /') and ‘laryngeal’ as an
dependent adjunct (indicated by \') (see Ander&filc: 355), and below for the use
of this ‘slash’ notation). Likewise, the use of tihaditional element labels (A, I, U, L, H)
simply serves the purpose of reminding the readerthe C and V elements in the
different class are phonetically interpreted.

By recognizing a fourth basic element, namelyjGperture, the RcvP model
converges on six elements, just like certain regergions of Government Phonology

(see Scheer & Kula, this volume: chapter 9, sedipnvhere the so-calleg] plement

correlates with the |C| element in RcvP’s aperitire.
Van der Hulst then proposes that both element®ceanr as a secondary

(dependent) element, which is a dependent to thgwap unit in £6):3!
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(27) Aperture

Primary (Head) Secondary (Dependent)
|C|: NASAL
[V|: ATR

For vowels (or nuclei), the secondary |V| is inteted as pharyngeal (ATR), whereas one
proposed interpretation of secondary |C| is NASAhich would imply that the
secondary elements denote the two non-oral cayitigsaryngeal and nasal,
respectively?? 33

The RcvP model explores the use of secondary elisnier all three elements

classes.

4. Suprasegmental structure

In DP it is assumed that the syllable is the basitfor expressing phonotactic
restrictions, and that, in addition, several phogaal processes also motivate the
syllable as a domain. Syllables are headed conginsg because they are “characterized
by the presence of an atomic element, the syllpddd, in whose absence there is no
syllable” (Anderson & Durand 1988: 9).

A simple syllable such as /set/ can be characehgethe following two

statements:

(28) a. Government relationsis e - t (e governs s and t)

b. Precedence relations: s<e <t

In a dependency graph, all segments are represasteades, which are connected by
lines. Head nodes are represented higher on thiealeaxis:
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(29)

In this structure the onset and coda consonantscura dependents of the nuclear head
vowel. Anderson suggests that the following streestwhich introduces subjunction is

also consistent with the basic principles of degeieg grammar:

(30)

Here /e/ is dominated by two nodes, one subjoindtd other. The /t/ is taken to be a
complement that is selected by the lax vowel wheruires a following consonant. The
/sl, on the other hand, is an adjunct. Andersoa12083 ff) introduces the following

notation to represent the various nodes:

(31) {V}

/{\V/C}

oWy T

©
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The ‘/" indicates ‘looking for a complement’, whitee ‘\’ notation stands for being an
adjunct to what is to the right of ‘. Andersorgpproach only uses binary structures, so

for more complex syllable types additional struetisrneeded. This is illustrated in (32):

(32) {V}
|

/{V}
eVl |

— v}

WVl {vieqvh |
V:C\CW}) v}

\

{cr {CYvi

The second consonant /I/ ({V;C}) is, at the samesti an adjunct to the /b/ ({V;C\{V}})
and to the following vowel/{V;C\{C\V}}). Likewise, the final consonant /p/9 an
adjunct to the ‘rhyme’ that is formed by the voweld following consonant.

Dependency graphs also permit one daughter to fizendent on two heads,
which creates a structure that appears to corresjgotne notion of ambisyllabicity (cf.
Kahn (1980), among others):
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(33) {V}

T

{V} {V}

{C{V}} {V}

|
‘ {VIC} v}

cwvy T
{cy,
{cyv
S | t i

Here we have also included the dependency rel#tatrepresents ‘foot structure’.
Indeed, early work in DP anticipated the essencuetfical theory by representing
‘stress’ as an exponent of a dependency relatibmdsas two syllables.

Anderson (1986b) proposes an interesting constoairstyllable representations:

(34) The Dependency Preservation Condition
Dependency relations are preserved, where postibteighout a derivation (and

in diachronic changes)

Anderson introduces this condition as part of gibification algorithm, to ensure that
dependencies introduced by earlier rules are ndomnm or reversed by later rules. We
note that this principle anticipates the Projectimciple proposed in Government
Phonology (see Kaye et al. (1990)).

Within the expression plane, Anderson makes aaptanar distinction between
word structure and utterance structure, which isenoo less equivalent to the distinction

between lexical and post-lexical structure. Heraeproduce a diagram from Anderson
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(1986b) which illustrates this distinction (and athiabstracts away from many details of

node labeling):

®) . Tonic UTTERANCE
|
. . . Ictus
. . . . . Syffabic
. . : : . Tonic YWORD
| | : : |
. . O\I . Ictus
| | | : |
. . . . . Sy:’fabic
Fly  from A b oer deen

Each word has its own dependency structure, caygfsitllabic structure and stress. Then
words are gathered into an utterance structurehwhiparticular cases imposes a post-
lexical foot like structure that is reminiscenttbé so-called Abercrombian foot in

grouping syllables that belong to different wottis.

5. Rules in DP

This section discusses how phonological alternatare represented in DP. Proponents
of DP do not always agree on which rules shoulddm®unted for in the phonology, and
which are merely lexical idiosyncrasies. Recerflyderson (2014) addressed this topic,
making the claim that there are no phonologicasuéxcept structure-building
redundancies. There are alternations manifestpdim of morphologically related
lexical items, and there are adjustments when nobogical units are put together,
expressed in the interface between morphology kexdal) phonology — i.e. the
morphophonology. Similarly, there are adjustmenth@ lexical-utterance interface.
There are no phonological mutations or shifts, pkdechronically. Nor do they always

agree on the role of abstractness, i.e. the spepiistion to what extent underlying
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representations should be allowed to diverge frioenphonetic surface. However, the fact
that phonology is substance-based militates ag@hest segments’ that never reach the
surface as well as empty syllabic positions.

Rules in DP are generally quite comparable to nbauepsegmental spreading
operations, with the obvious proviso that only edais (corresponding to the ‘marked’
binary feature values) can be spread (or be reféoré constraints). Where effects arise
that do seem to require such rules, additional maci (e.g. in the form of constraints)
is necessary. Similarly, the elements posited ircBbe used in constraint-based
frameworks (Prince & Smolensky 1993 [2004]) withdifficulties. Here the question
arises of what the set of elementary featuresuisthis is fundamentally a different
guestion of whether the head-dependency relatinrbeaised among such features.

DP assumptions about segmental as well as supnasegl structure are helpful
in an understanding of processes of vowel harm@fith respect to segmental features
DP makes strong predictions about what types ohbay are found (viz., ones that are
based on existing elements) and what types arfoaotl (viz., ones that are based on the
‘negative values’ of unary elements). It also hefpsharacterize the targets of harmony
as syllable heads , while consonants play a secpndi@ (see e.g. van der Hulst and van
de Weijer (1991), (1995) and van der Hulst (to a@ppe

Another process that is particularly elegantlytaegd in DP is neutralization (see
above, and e.g. Anderson and Ewen (1981); Stal85JL9or vowel neutralization, we
can think of different sets of vowels appearingliifierent positions: stressed vs.
unstressed, oral vs. nasal, in roots vs. in affind®ere typically the vowels in the latter
conditions form a subset of the vowels in the fargandition. Although languages differ
in their patterns, in all cases that we know oé, tbduced set can be described as lacking
an element and/or the head-dependency relationstpagsent in the fuller set. It is also
important to note that the analyses can be condafas rules or as the result of
constraint interaction. For consonant neutralizgtiomal devoicing was mentioned above,
which favors an unmarked consonant type over a edaoke.

Thus, in many cases, the relatively constrainetigeof DP results in more
elegant accounts of segmental processes. Suctoishel case with processes like

diphthongization (e.g. /e:* /eil — /ail), merger of vowels (/ai* [e]), vowel lowering
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and raising rules, and breaking (see e.g. AndeasdrEwen (1987), Anderson (1986a);
Colman (1987); (2005); Lass (1987), Rennison (198&87; 2014).

DP offers the extra mechanism of rules (and camd) based on the dependency
relation alone, i.e. affecting the headship of ohthe elements that enters into a
dependency relation with another element. Ruldhisftype elegantly account for
processes that are more difficult to describe usiagjtional distinctive features, e.g.
vowel raising and lowering (chain shifts), neutzation of vowel contrasts in particular
positions.

Finally, lenition (either as historical processrosynchronic phonology, see e.g.
Gurevich (2011)) is hard to capture in frameworéisdd on binary features, since a
number of different features ([voice], [consonahtaontinuant], [sonorant], etc.) are
involved in what appears to be a unified phenomeR@&presentations like those in (19)
above are eminently suited to capture lenition sisifhin the preponderance of the
element |V| (see e.g. O Dochartaigh (1979); (1880an analysis of Celtic lenition in the
DP framework).

To express certain types of chain processes, BRsh mechanism called

resolution, which was already proposed in Ande(d&73):

(35) a. Add BtoA = AB =_AB
Add BtoAB = ABB = AB
Add BtoAB = ABB (or ABB) = B

b. A > AB > AB > B
Add B Add B AdB

This schema applies as follows:

(36) AddVtoC => C;V  (high vowel becomes higird)
AddVtoCV => V;C (high mid vowel becomes lowd)
AddVtoV,C => V (low mid vowel becomes low)
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This schema allows the representation of procabs¢snvolve the apparent deletion of
elements. It can be applied both to the vowel-eelahifts (e.g. the Great Vowel Shift in
the history of English), or to consonant-relateémimena such as lenition.

6. Related approaches

In van der Hulst and Smith (1982), the ideas ofviz#Pe presented in the context of an
overview of recent non-linear developments in gatiee phonology. Although these
ideas have remained largely unnoticed, three niglhmarks of DP (monovalency,
grouping and intrasegmental dependency) havenaliiious degrees, been incorporated
in various other approaches, including ‘mainstre@aherative Phonology, especially in
the development of Feature Geometry, a movemenstaded around the early to mid-
eighties. Here we mention the crucial parallels.

Feature theories in mainstream generative phondiagg also appealed to unary
features, but in a weaker form by proposing th&y eome features are single-valued. For
example, various scholars have suggested thatdtasisingle-valued (e.g. Steriade
1987). Ito and Mester (1986) argued that [voice] @ngle-valued feature. Goldsmith
(1985; 1987) went even further and proposed a@sys#t which both [round] and [low]
are single-valued, with the proviso that the soofpéow] is extended to low and mid
vowels. In his system, [back] is still binary. Téteong version of this claim says tladit
features are single-valued. This strong positios pracisely what Anderson and Jones
proposed. The use of unary elements, more spdbifib@ use of the triangular IAU set
was adopted in the approach of Schane (1984a gtvegleg applied these elements to
vowel processes, in particular monophthongizatiwh @iphthongization. Schane did not
employ dependency, but instead used an additivénamézm. Van Nice (1991) proposes
an extension of Particle Phonology in which theralets |i| and |u| are grouped under a
single node. Similar proposals were made in Ewehvam der Hulst (1985); (1988) and
van der Hulst (1989) within the context of DP. Rertapplications of Particle Phonology
can be found in Hayes (1989) and Broadbent (1999).latter adds a dependency
relation and thus removes the idea of stackinggd@st turning this essentially into a
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variant of DP®® The use of so-called empty nuclei, a hallmark o¢&nment Phonology
(GP; Kaye et al. (1985); (1990)), is not acknowledign DP, which, given its substance-
based attitude, cannot make reference to unitdthag no substantive correlate.

The pivotal aiu-set of elements was also adoptésianernment Phonology,
which in addition also introduced the use of degery relations between elements.
Both DP and GP emphasized the perceptual natuhealements, as well as the idea
that the elements generalize over vowels and camésnThat said, both models went
through a similar development of proposing addal@iements, sometimes elements that
would only apply to consonants. GP has revertetdgionpler set of six elements, while
one variant of DP, namely RcvP, makes a very simpilaposal (see above). A point of
potential difference between GP and PP could hethlegformer insists that each element
can be independently phonetically realized. Inisghis demand would seem to square
with the substance-based approach of DP, but ttependent realization has simply not
been taken to be a condition on elementhood inrdPis it clear to us why such a
condition would have to be imposed. GP claims ta bi@eory about the computational
system that underlies phonology and as such itassed that phonetic factors can play
no role in establishing a phonological model. DBglnot make such a claim and, in fact,
by making grounding a cornerstone of the entirerpnise, it could never be impervious
to phonetics. But in fact, GP’s basic elementdiamdy rooted in acoustics, just as in DP.
In practice, GP and DP come to very similar conolugbout what phonology is about,
with the exception of DP’s denial of empty nucldiieh drives a wedge between both
models that is caused by GP’s hon-commitment tmetio substance in all respects.

For a close comparison of DP and GP versionsesheht theory, we refer to den
Dikken and van der Hulst (1988) and van der H#6fLga). In recent years GP has
developed a use of headedness which is perhapsatiffin that elements are used as
either headed or non-headed, irrespective of whetheot they occur in combination
with other elements. This introduces a kind of dtacheadedness which we do not find
in DP (see Scheer & Kula, this volume: chapteiD®.and GP also converge on the
rejection of constituent structure in favor of acsly relational approach in terms of

head-dependency relations.
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Certain proposals in GP have also developed tleeatlan intrasegmental
grouping. We refer to chapter 9 in this hand bawkaf discussion of various proposals.
One such proposal, developed in Kula (2002), whigeed within the context of GP,
incorporates an element ‘geometry’ that incorpatat&rious aspect of standard DP
proposals as well as of RcvP.

There is furthermore a striking parallel betweenddid GP regarding the
rejection of constituency. For example, with respecyllable structure DP does not
appeal to constituents such as onsets and rhynegeara constituent syllable.
Dependency graphs do not represent constituencynaiéedraw attention to the fact that
a similar stance is taken in current versions of€doment Phonology (see Scheer &
Cyran, this volume: chapter 10) which claim to ab@nconstituency in favor or so-
called lateral relations. It seems to us that épeasentation of ‘syllable structure’ and
other relations in terms of these lateral relatibesveen segments as basic units comes
close to being a variant of the dependency approach

We conclude that, viewed from a certain distand@add GP have come very
close, although there are still differences thay tadifficult to bridge, such as the
rejection by DP of empty elements or the mattexloéther or not elements should be
independently pronounceable.

With reference to feature geometry proposals, weeoke three parallels.

The idea that one set of elements can generaleeamnsonants and vowels
(while not fully adhered to in the original proptssan Anderson and Ewen 1978, but
restored in later DP work by others) also occurfgaiure geometry models; see Hume
(1994), Clements and Hume (1995), Padgett (209ng others. This idea was also
present in the earliest work on binary featurekgfaon, Fant and Halle 1952), but had
been abandoned in Chomsky and Halle (1968). Amgtuusing the same features for
consonant and vowel distinctions can also be sepnoposals to combine one set of
features for tone and phonatory categories (cf.(¥§80), Duanmu (1990), and Bao
(1990), following the spirit of Halle and Steverd971)).

As discussed in section 3.2, DP proposed a duatseptation for nasality, i.e. in
terms of a C/V combination and in terms of a sejgagdement for nasality. Proposals

within Feature Geometry have sometimes also adapssgparate node for the feature
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nasal (cf. Sagey (1986); (1988)). Piggott (1990392) proposes a ‘velic class node’
dominating only [nasal]. In addition, he adoptsod@@ ‘spontaneous voicing’, which may
also dominate a feature nasal. The duplicatiorashhty in Piggott's model bears a clear
resemblance to the way DP treats nasality, bygrésise status remains a topic of
controversy.

Finally, with reference to Feature Geometry, bliwious that the DP notion of
gesture is completely parallel to the class nodaswere introduced in the work of
Clements (1985) and Sagey (1988).

7. Conclusion

In this chapter we have reviewed the initial pragesnd later developments of
Dependency Phonology. We have highlighted the fatig properties of this approach:
- The use of unary primes (DP, shared with GP, PP)
- The use of dependency relations between primesgidted with GP)
- The use of grouping (DP, shared with Feature Gegnaeid some versions of
GP)
- The occurrence of elements in more than one group
- The replacement of constituency by head-dependetatjons (shared with
GP)
- Polysystematicity, i.e. a rejection of the phonem&san abstract unit that
generalizes over phones that are in complementanylaition
- Strict minimality: representations are strippealbfredundant properties,
including linear order (within syllables) wheredharder can be derived from
dependency relations and general principles o@tization (mainly based on
sonority)
The use of the same elements in different gesttoeshich the seeds were planted in
Anderson and Ewen (1987) was pushed to the extiefRadical cv Phonology (which

otherwise embraces all the traits of 3P)vhich uses its recognition of grouping to
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reduce the set of elements to just &¥&ince these two elements occur in three gestures,

a six-way division results, which parallels recpriposals in Government Phonology.
Anderson and Ewen (1987), based on nearly twod#ecaf previous work,

present a complete research program for phonoldgghnanticipated some of the major

developments that took place in the field of phogglat large. The approach puts

emphasis on the explanatory strength of a restriepresentational system and on

grounding phonology in phonetics. The least dewvediogspect of DP is its rule

component, because a derivational account of altims is not taken to be part of the

synchronic phonology; synchronically there is signgplmorphological alternation. In

spirit, DP favors a surface-oriented approach, @wugiabstract (non-substance-based

underlying or lexical representation) and (extehsule ordering.

Endnotes

! Both these sections recapitulate, with modifiaagigparts of den Dikken and van der Hulst (1988).

2 Full disclosure: the authors of this chapter, WHimcuses on the work of John Anderson, as thénaiigr
of Dependency Phonology (in the context of his didopof Dependency Grammar for all modules of the
grammar), subscribe to the basic tenets of the igrecy approach.

3 Anderson places morphology in the lexicon. In tisponent the units are combinations of basic
phonological and basic syntactic units; see Ande(2011a-c).

4 Differences between the planes can also be devicthe primitive elements combine, as well asdw h
these planes interface. With respect to the foipoért, we observe that while recursion is possibleoth
syntax and phonology (see van der Hulst 20103, ntiich more widespread in syntax.

5 We may speculate about the question whether thgé-tependency relation is a purely linguistic
characteristic, or that it belongs to a more gdrmrgnitive domain. Humans surely possess strostesys
of perception and association, which helps thema&e sense of the world, which typically involveamm
parts and in which relations between parts are itapt From birth onwards, infants will learn tl@a&any
environment some parts are vital, and some mebelgkground noise’. They quickly learn (or perhaps
know innately) that some parts are worth focusitbgndion on, and some parts may be discarded.

8 Progress in segmental phonological theory in gerexs been halting, we believe, as a result ofisiee
of Optimality Theory. We hope that renewed intefeghis field, e.g. based on advances in cognitive
science, will pay special attention to the depengealation.

7 A prepublication appeared in 197 2&dinburgh Working Papersin Linguistics. This paper did not
propose the second principle in (1), which wasoiticed later, following Lass & Anderson (1975).
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8 See van der Hulst (2016a) for an overview of tharwbinary ‘debate’, and van der Hulst (2016b) for
references to some earlier proposals for unaryfeat

9 See Sanders’ (1972) simplex feature hypothesissar van der Hulst (2013) for some earlier preusde
0 whether voiceless for obstruents is unmarkedlipaditions could be a matter for debate, given the
tendency for intervocalic voicing.

11 Steriade’s contrastive specification theory woaihdly leave non-contrastive values unspecified (Ster
1987).

2 various notations have been used for unary feststeeh as bold lower case. We will use lowercase.
Elements are enclosed in vertical lines.

13 The following is partly based on den Dikken & va@ar Hulst (1988).

14 Their choice of three units resemblance the adopif two ‘colors’ and ‘sonority’ in Natural Phorogy
(see Donegan 1978), which in terms echoes Jakolestor and sonority axes (Jakobson 1968). The
triangular idea also resembles Stevens’ quanttihdion as well as the proposals in Wood (197,29
See van der Hulst (2015b).

15 Different notational systems have been employediffgrent authors, both for single elements and fo
combinations of elements. Here we use curly bracket

16 Of course, many other notations can be used. Inf@Rxample, the head element is underlined.

7 Government Phonology makes the same claim (see Eigl. (1985)), but they derive it from the
internal logic of their theory.

8 van der Hulst also proposed that for each elementxpect that its head occurrence automatically
entails the dependent occurrence, unless the presgrabsence of the dependent is contrastivesyist@m.
9 We will return to the idea that ATR is a manifeita of the |I| element in dependent position laier
20n treatments of vowel harmony in Turkish the baokounded vowel, which harmonizes for both
roundness and frontness, would for that reasoreadberspecified as ‘empty’; see van der Hulst & dan
Weijer (1991).

21 This point is also acknowledged in Anderson (26¢12014).

22 We put this term between quote marks becausesthefithe term ‘phonatory’ here is unfortunate; it
essentially is about major class and manner.

23 |n this particular case, voicing, there is a digaint literature claiming that the phonology needs
reference to both values of voicing. See, for edamyetzels & Mascar6 (2001) and chapter 15 of this
book.

24 This has also been suggested in other work, sutbrabardi (1991) and it is supported by the faat th
languages that have a voicing contrast for sonsriamtiriably also have an aspiration contrast fops, as
well as by the fact that in English approximants jgartially devoiced in clusters of voiceless stops
followed by an approximant: aspiration in voweksy( tin) is phonetically similar to devoicing in
approximantsdean, twin).

25 AE also exploit the possibility of allowing variagbdependency between the two subgestures of the
articulatory gesture. Arguably, one could be skegtabout the two distinctive degrees of nasalirati
however.

26 In the second and third case AE do not indicatetiadr the (mutual) dependency relations are
hierarchically ordered.

27Van der Hulst (2005) rejects mutual dependency.

28 As noted in Anderson (2011c) replacing all eleraédayt |C| and [V] in all classes is an instancdavfegp
internal structural analogy. Anderson resists tleaithat all classes need to make the exact sdroé se
structural distinctions, as van der Hulst seemmfaly. This is comparable to his rejection of arguihat
all phrase types in syntax must have the sametstej@as originally proposed in X-bar syntax,

2 The representation of the strident/non-stridestiniition for fricatives remains a problem. Alsontra
Anderson, van der Hulst does not represent voiitirige manner class: he expresses this with a gacgn
v-element, but still in the categorical gesture=(selow).

30 This convergence is discussed in more detail mdex Hulst (2016). In a sense this fourth elemeith
reference to vowels, also restores the cold voladlwas proposed in Kaye, Lowenstamm & Vergnaud
(1985).
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31Van der Hulst (in prep.) also discusses secondecyrrences of the elements in the other two gestur
All gestures generalize over consonants and vowéls.laryngeal gesture represents phonation
distinctions for consonants and tonal distinctitorsvowels. He proposes that, in its representadicional
distinctions, this gesture can adjoin separateth¢owhole segmental structure in order to enchde t
‘autosegmental’ nature of tonal properties.

32 Another phonetic interpretation of ‘pharyngealhdze considered is RTR. The interpretation of
pharyngeal as either ATR or RTR is taken to beakr8y subsuming both phonetic interpretation unde
one element, it is explained why no language us#s dontrastively; see van der Hulst (to appear).

33 For consonants, in line with Anderson’s proposatondary |V| would denote voicing (and, we add,
perhaps also nasality).

34 We refer to Lahiri & Plank (2007) for a reviewdifferent views on the relationship between lexical
structure and utterance level prosodic structurelekson’s view squares with what they refer tchas t
traditional view that is reflected in the work obércrombie (1964).

35 Rennison (1987) also uses the AlU set and a tised representational system (without dependency).
Goldsmith (1985) adopts some of these elementdewhiman (2002) uses the unary features low, high,
front and round.

36 We note that the notion of gesture was brougkitécattention of a general audience in van dertHuls
Smith (1982), in a volume that contained work byngnaf the later proponents of Feature Geometry.

37 However, early presentations of RcvP unintentilgrmaitain the appearance of constituency and aflab
like onset and rhyme as primitives; see the csiticin Anderson (2011c).

38 This extreme position, namely the occurrence efséime element in all groups was suggested by Petra
Kottman, who proposed to use |I| and |U| in alugsy which entailed, of course, a broad set of
(phonetically related) interpretations of these elements.
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