4 Feet and words

4.1 Introduction: stress and accent

In dictionary entries we often find a symbol, adjacent to or above one of the letters of a word, to indicate the location of what is usually referred to as 'stress'. If a phonetic or phonemic transcription is given in addition to the orthographic form, the symbol is often a small vertical line, placed before the stressed syllable, as in (1a), or an accent on the vowel, as in (1b) (in this book we have been using the system in (1a), and will continue to do so in this chapter):

\[
(1) \quad \text{a. } /dændʒən/ \quad \text{dungeon} \quad \text{b. } /dændʒən/ \quad \text{/методизм/} \quad \text{methodism} \quad /методизм/ \quad \text{/треблень/} \quad \text{rebellion} \quad /треблень/ \quad \text{/}
\]

This is of course meant to provide information about the correct pronunciation of the word. Thus the syllable following the vertical line in (1a) is pronounced in such a way that it is perceptually more 'prominent' or 'salient' than the other syllables. In a language like English, this syllable is normally characterised as being stressed. The exact phonetic correlates of stress are notoriously difficult to establish.\(^1\) For the moment let us simply assume that prominence is achieved by enhancing various phonetic properties, e.g. duration, amplitude and pitch.

However, there are other languages – of which Japanese is an often quoted example (see e.g. McCawley 1968, Haraguchi 1977) – in which the primary indicator of relative prominence is pitch alone, with other phonetic properties playing a much less important role. Such languages are often referred to as having \textit{pitch accent}, while languages like English are called \textit{stress-accent} languages. In the remainder of this chapter we will use the term \textit{accent}, rather than stress, to characterise the abstract property of 'prominence', as indicated in (2):

\[
(2) \quad \text{abstract} \quad \text{property} \quad \text{accent} \quad (\text{prominence}) \quad \text{types of} \quad \text{language} \quad \text{stress-accent} \quad \text{(e.g. English)} \quad \text{pitch-accent} \quad \text{(e.g. Japanese)} \\
\text{phonetic} \quad \text{exponents} \quad \text{duration} \quad \text{amplitude} \quad \text{pitch} \quad \text{pitch}
\]

In what follows we will not be concerned with the phonetic cues (or phonetic exponents) that signal the accent to the listener, whether these be in a pitch-accent or a stress-accent language.

The information provided by the symbol indicating the position of the accent is relevant to the pronunciation of all syllables of the word, even those that do not bear accent. In English, unaccented syllables are typically pronounced with a lax manner of articulation, leading to vowel reduction. Indeed, in English, the least accented syllables usually contain schwa, the most reduced vowel, which is never found in accented syllables (cf. the discussion in §1.3.2). Thus, even though the accent symbol is associated with a particular syllable, it gives information about the accentuation of the entire word.\(^2\) Each accent, then, signals the presence of one accentual domain. In many languages, this domain corresponds to the notion of 'word', so that between any two accents there must always be a word boundary. Accents may thus play a role in parsing sentences into words. In fact, in languages where the location of accent is on a fixed syllable in the word (e.g. the first one, as in Icelandic, Hungarian or Czech), the exact boundary between words can be uniquely determined. Thus, accent can have what is called a \textit{demarcative} function.

The placement of accent may be predictable according to certain rules in the language, or it may be a non-predictable property of individual words, i.e. it has to be specified in the lexical representations of the morpheme or morphemes making up a particular word. Languages thus vary according to whether accent is rule-governed or lexical. Polish, for example, is generally considered to be a language in which the placement of accent is largely predictable, regularly falling on the penultimate syllable, as illustrated by the forms in (3) (from Halle and Vergnaud 1987a: 57):

\[
(3) \quad \text{hipopotam} \quad \text{NOM SG} \quad \text{'hippopotamus'} \\
\quad \text{hipopo'tam-a} \quad \text{GEN SG} \quad \text{hippopotam-am} \quad \text{INST FR}
\]

\(^1\) For detailed discussion, see e.g. Slijter (1995), van Heuven and Slijter (1996), Dogil (1999).

\(^2\) This property of accent is often called \textit{cultural}, i.e. 'each word or phrase has a single strongest syllable bearing the main stress' (Hayes 1995: 24).
Thus the addition of the suffix forces the accent to move from its original position in the unsuffixed stem to the penultimate syllable, even though this syllable may itself be part of the suffix, as in the disyllabic instrumental plural suffix -ami. Polish accent placement, then, is predictable on the basis of the position of the syllable in the word. On the other hand, Russian appears to need to have accent specified lexically for nearly all of the morphemes in the language, given the existence of pairs of words differing only in the placement of accent (cf. Revitichadou 1999: ch. 3):^4

(4) ‘glaški ‘eyes (m)’ vs glas’ki ‘peepholes’
‘muka ‘torture’ vs mu’ka ‘flour’

In many languages in which accent placement is predictable, it is the segmental make-up of the syllables which is relevant, as well as the position of a syllable in a word; thus heavy syllables (cf. the discussion in §3.4.1) are more likely to bear accent than light ones. In some languages, the accentual rules first seek out a heavy syllable, and only if they fail to find one in the relevant domain will accent be assigned to a syllable in a particular position in that domain (we return to this in §4.4.6).

Returning to our dictionary, we find that words consisting of a single syllable are usually not provided with an accent symbol; cf. e.g. disyllabic /'braidgrum/ bridegroom, with an accent symbol, and monosyllabic /'bred/ bride, without. Clearly, though, the single syllable of bride can bear accent, cf. (5a) and (b):

(5) a. The ‘bride a’ greed.
   b. The ‘bridegroom a’ greed.

In both cases the syllable /'bred/ is accented.

To the user of the dictionary this causes no problems, since, in monosyllabic words such as these, the accent falls on the only syllable. Notice that the fact that a monosyllabic can bear accent suggests that ‘being accented’ is not purely a relative notion. This is confirmed by the fact that monosyllabic words in English can be divided into two categories, those in which the vowel is never reduced, and those which are typically — often obligatorily — pronounced with a reduced vowel, e.g. schwa. As we might expect, the words which have full vowels are typically accented. This is the class often referred to as lexical words, e.g. nouns, adjectives and verbs. On the other hand, the words which normally occur only with reduced vowels are not generally accented, and belong to the closed class of grammatical words, such as determiners (e.g. /'θil the/), pronouns (e.g. /'θan/ them) and prepositions (e.g. /'at/ at, /'l/ /'l/ to).^5

Any utterance, then, consists of a sequence of accented and non-accented syllables. In probably all languages, utterances have an intonational melody (Bolinger 1978), created by the way in which the pitch changes during the utterance. The manner in which the pitch movements that make up this melody are lined up with the words in the utterance provides information as to which parts of the utterance are ‘important’. In addition, intonation contours also provide cues to the overall syntactic and semantic structure of utterances, i.e. the grouping of words into meaningful ‘chunks’.

In English, perceptual salience is given to the important parts of an utterance by lining up the accented syllables of certain words with specific pitch targets or pitch movements. That is, an accented syllable may be realised on a higher pitch than the syllables surrounding it, so that the listener can easily identify it, or a constituent (a word or phrase) of which it forms part, as important. Such syllables are said to bear pitch peaks. Consider for example the sentence Britten composed a lengthy symphony /'britn kam'paudz a 'lenθi 'simfon/. We might represent the structure of this sentence as in (6):

(6) Britten composed [A LENGTHY SYMPHONY]

Here the pitch peak, represented by H (for high tone), is associated with the first syllable of symphony.

Let us assume that the above utterance is an answer to the question What did Britten compose? The important constituent of the utterance is in this case a lengthy symphony. This constituent is in focus (indicated in (6) by capitalisation), and the pitch peak is lined up with the accented syllable in the constituent. Unaccented syllables are not normally candidates for bearing a pitch peak; for example, the second syllable of symphony (/'fa/) in (6) could not bear a peak.

Note that there may be more than one accented syllable in an utterance which can potentially form the pitch peak. For example, if we align the H tone in Britten composed a lengthy symphony with the accented syllable of the

^4 The situation in Russian is not as straightforward as we are suggesting here; various aspects of accentuation in the language are in fact rule-governed, especially in situations where the number of lexically determined accents in a single acccentual domain is either none or two. See §4.3.1 for further discussion of this. Nevertheless, the basic characterisation of Russian as involving ‘free’ accent is generally accepted.

^5 In some languages, however, accented monosyllabic lexical items are not permitted. These languages demand that a phonological word be minimally disyllabic. We consider this phenomenon in §4.4.
word lengthy, the utterance would be more likely to be an answer to a question such as What kind of symphony did Britten compose? In the answer to this question, the constituent in focus is lengthy, as in (7) (as indicated, a lengthy symphony is still a constituent within the utterance, even though it is not in focus):

(7)  

Britten composed [a lengthy symphony]

The rules governing the location of intonational pitch peaks in English are highly complex, and we will not discuss them here. However, it is clear that, just as a lexical word contains one word accent, so a phrase contains one phrasal accent. Thus, a particular syllable may be accented with reference to several inclusive domains, as shown in (8), Britten was a British composer /'brɪtən wəz a 'britʃ kəm'pəuzə/ (a possible answer to the question Who was Benjamin Britten?):

(8)  

![Tone](https://via.placeholder.com/50)  

[[British [was [a British composer]]]]

(We use ✗ to denote the presence of an accent at the relevant level.) Here the first syllable of Britten and the second syllable of composer bear both word accents and phrasal accents - they are the heads of their respective phrasal constituents. In addition, the second syllable of composer also bears the pitch peak of the entire utterance. The first syllable of British, however, has only word accent.

In (8) it is not possible to associate a high tone with either of the words that belong to closed classes (was and a), in order to show that the phrases of which they are part (was a British composer and a British composer, respectively) are in focus. Such words can only bear pitch peaks if they are themselves placed in focus, normally in some kind of contrastive context, as in (9):

(9)  

[[A lengthy symphony], not [[THE] lengthy symphony]

In this case, the unaccented word is not properly contained in a focused constituent, but rather itself forms a focused constituent. Notice that in such cases the word is pronounced with a full vowel, rather than in its normal weak form.

This strategy can also be used to place normally unaccented syllables in polysyllabic words in focus, yielding utterances such as I didn't say Ham[let], but Ham[berg]. Again the focused syllable will be pronounced with a full vowel, e.g. /hæm'let/, not */hæmˈlet/.

Up to now we have been assuming that only one syllable in polysyllabic words can be accented. However, this is clearly not the case; in many dictionaries a second symbol is used to indicate what is referred to as secondary or non-primary accent, as in (10a). Indeed, when words are sufficiently long, more than one non-primary accent can be found, as in (10b):

(10)  

a. /hærɪ,keɪn/  
   hurricane  
   /ˈteləˌfoʊn/  
   telephone  
   /kəmˈpənəs/  
   compensate  
   /ˌkɒmpəˌsent/  
   compensation  
   /ˌɪnstrəˈməntəl/  
   instrumental  
   /ˌɪnstrəˌməntəˈlɜːl/  
   instrumentality  
   /ˌapəˌlækˈtɪs/  
   Apalachicola

The indication of non-primary accents shows that not all syllables lacking the primary accent are felt to be equal in salience. In English, for example, syllables marked with a non-primary accent symbol typically do not display reduction to schwa. Rather, like primary accented vowels, they have a full-vowel quality. Nevertheless, such syllables are less salient than primary accented syllables. Furthermore, they normally cannot be associated with pitch peaks, so that (11) is not possible:

(11)  

*Britten composed [a lengthy ORATORIO]

Although it is possible to distinguish degrees of non-primary accents, many lexicographical works do not distinguish between, for example, secondary accent and tertiary accent. However, Gimson, in his introduction to Jones (1977), observes: 'Many long polysyllabic words or compounds have two secondary stresses preceding the primary, e.g. "cross-examination, decontamination, mispronunciation, intercontinental", etc. Of the two secondary stresses, the first is the stronger... I have chosen to use 1 for the first secondary, e.g. "cross-examination" /ˈkrosəˌzɛməˌnɪʃn/ with the convention that

---

4 See e.g. Fuchs (1976), Cressenbogen (1984), Baart (1987), Selkirk (1984a, 1995) and Ladd (1996) for extensive discussion of these issues.

---
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the first sign ‘ is subsidiary to the second ‘ (1977: xxiii). At least the distinction between primary and secondary accent is represented in most dictionaries.

In our discussion so far, we have suggested that the presence of an accent signals the presence of some domain. Thus a primary accent signals the word domain and a phrasal accent signals the phrasal domain, as shown in (8) above. Given this understanding of the notion accent, secondary accents must be properties of a domain that is smaller than the word. This non-primary accent domain is the foot, which we introduced in our discussion of the prosodic hierarchy in §3.1, and whose existence we will defend in §4.2. Words, then, may consist of more than one foot, so that oratorio, for example, has two foot accents, but only a single word accent, as in (12):

\[
(12) \quad \times \quad \text{word accent} \quad \times \quad \text{foot accent} \quad \text{oratio}
\]

The introduction of the foot allows us to extend the notation of (8) as in (13), for the phrase a lengthy oratorio /əˈleŋθi ərəˈtɔrɪə/:

\[
(13) \quad \begin{array}{l}
\text{\(H\)} \\
(\times \quad ) \quad (\times \quad ) \quad \text{phrasal accent} \\
(\times \quad ) (\times \quad ) (\times \quad ) \quad \text{word accent} \\
\sigma \quad \sigma \quad \sigma \quad \sigma \quad \sigma \quad \sigma \quad \sigma \quad \sigma \\
\sigma \quad \sigma \quad \sigma \quad \sigma \quad \sigma \quad \sigma \quad \sigma \quad \sigma
\end{array}
\]

At the lowest level syllables are gathered up into feet, by procedures which we consider in detail in the remainder of this chapter. This gives the three feet lengthy, ora- and -toria in (13). From now on we indicate the unaccented syllables in a foot with a dot, and the accented syllable with \(\times\). Notice that the initial syllable of the phrase, a, remains unfooted, and is therefore not marked with a dot. This is typical of clitics, i.e. unaccented grammatical words which normally occur in their weak form, and which are not incorporated into the foot structure.\(^4\) The feet are organised into phonological words; each word bears one word accent. At this level, we mark those foot accents which are not selected as word accents with dots. In general, then, \(\times\) indicates the head of any domain; \(\cdot\) its dependent sister or sisters. Finally, the words are combined to form the single phrase in (13). There being only one phrase, the phrasal accent also bears the pitch peak. The hierarchical structure in

\(^4\) This is a simplification: clitics and, more generally, syllables with unaccentable vowels must ultimately be incorporated into the prosodic structure, either at the foot level or at higher levels (cf. Itô and Mester 1992; Peperkamp 1995; Nespor 1995).
accented syllables being roughly isochronous – i.e. they tend to recur at roughly equal intervals of time. The concept of the foot in verse is thus more or less equivalent to that of the bar or measure in music, with the accented syllable being equivalent to the first (strong) beat of the bar. Abercrombie (1965: 22), for example, provides the following scansion:

\[(19) \text{w w s s w w s w w s w s}\]

'Tis thè (mid-dë ëf) (night by thè) (cås-të) (clëck)

We ignore here the first two syllables, which on this analysis do not form a foot, but rather belong to the final foot of the previous line, if present. Notice that the number of unaccented syllables in the four complete feet varies from zero to two. Nevertheless, the accented syllables occur at regular intervals of time – they are more or less equally spaced.

The rhythm of this type of verse, then, depends on the structure of verse-feet, rather than on simply counting the number of syllables, which would be a possible strategy for the type of verse in (16).\(^9\) But there are other metrical phenomena which are clearly foot-related. Germanic alliterative verse, for example, involves alliteration between stressed syllables, i.e. between the onsets of the first syllables of feet, as evidenced by the following extract from the Old English epic poem Beowulf (lines 4–7):

\[(20) \text{Oft sëyl 'scëfting 'sceæpæna 'þreætum,}\]
\[\text{monegum 'måægum 'meodo-setla of'thææ;}\]
\[\text{egsode 'Eorle, syððan 'ærst 'wearð}\]
\[\text{fæsecæft 'funden; hæ þæs 'fræfe gebåd.}\]

where the initial syllable of the first three feet of each line must alliterate (in the first line on /f/ (perhaps /scl/) <sc>, in the second on /ml/, in the third on an empty onset and in the fourth on /f/).

Within this essentially verse-based approach to the foot, it is often argued that the temporal organisation of verse extends to the rhythmic organisation of spoken language (e.g. Abercrombie 1964). In a language like English, then, any of the structures in (21) would be permissible (we use the bracketed grid notation of (13) above):

\[\text{Oft sëyl 'scëfting 'sceæpæna 'þreætum,}\]
\[\text{monegum 'måægum 'meodo-setla of'thææ;}\]
\[\text{egsode 'Eorle, syððan 'ærst 'wearð}\]
\[\text{fæsecæft 'funden; hæ þæs 'fræfe gebåd.}\]
The two feet in (24) together form a word, in which the first accented syllable is more prominent, as shown in (25):

(25) (x . . ) (x . . )

\[
\begin{array}{llllllll}
\sigma & \sigma & \sigma & \sigma & \sigma & \sigma & \sigma & \sigma
\end{array}
\]

\[
\begin{array}{llllllll}
g e & n e & r a & l i & s i n g
\end{array}
\]

Thus only two foot structures are possible in French: unary and binary.

The approach just outlined appears to allow for a wide range of foot types, ranging from the unary feet in (23) to unbounded feet containing a large number of syllables, such as (22d). However, the unbounded structure in (22d) ignores the secondary accent on the fourth syllable of ‘genera, lising’, which might better be represented as containing two feet, as in (24) (cf. also (13) above):

(24) (x . . ) (x . . )

\[
\begin{array}{llllllll}
\sigma & \sigma & \sigma & \sigma & \sigma & \sigma & \sigma & \sigma
\end{array}
\]

\[
\begin{array}{llllllll}
ge e & n e & r a & l i & s i n g
\end{array}
\]

The two feet in (24) together form a word, in which the first accented syllable is more prominent, as shown in (25):

(25) (x . . ) (x . . )

\[
\begin{array}{llllllll}
\sigma & \sigma & \sigma & \sigma & \sigma & \sigma & \sigma & \sigma
\end{array}
\]

\[
\begin{array}{llllllll}
ge e & n e & r a & l i & s i n g
\end{array}
\]

Thus only two foot structures are possible in French: unary and binary.

The approach just outlined appears to allow for a wide range of foot types, ranging from the unary feet in (23) to unbounded feet containing a large number of syllables, such as (22d). However, the unbounded structure in (22d) ignores the secondary accent on the fourth syllable of ‘genera, lising’, which might better be represented as containing two feet, as in (24) (cf. also (13) above):

(24) (x . . ) (x . . )

\[
\begin{array}{llllllll}
\sigma & \sigma & \sigma & \sigma & \sigma & \sigma & \sigma & \sigma
\end{array}
\]

\[
\begin{array}{llllllll}
ge e & n e & r a & l i & s i n g
\end{array}
\]

11 The distinction drawn here between stress-timed and syllable-timed languages is not uncontroversial, and is certainly not as simple as suggested here (see e.g. Dauer 1983; Neaper and Vogel 1989).

12 We should note, however, that appeal has sometimes been made to the w s w foot type, the amphibrach, notably by Halle and Vergnaud (1987a), in their analysis of Cayuvva, which we consider in §4.4.5.
which has accent fixed on the penultimate), Finnish (fixed initial accent) or Tübatulabal (a language spoken in Southern California which has fixed final accent). In all these languages, the location of accent is predictable by reference to (distance from) one of the word-edges.

The large number of possible accent patterns in English, illustrated in (26), suggests at first sight that it is a language more like Russian, i.e. one in which accent is free:

(26)  

<table>
<thead>
<tr>
<th>English</th>
<th>Russian</th>
</tr>
</thead>
<tbody>
<tr>
<td>'abstract</td>
<td>'marma lado</td>
</tr>
<tr>
<td>'abstract</td>
<td>se'rene</td>
</tr>
<tr>
<td>'casino</td>
<td>'Apalachi cola</td>
</tr>
</tbody>
</table>

This range of possible patterns means that English dictionaries, as we have already observed, tend to mark the accents in each word. However, we will show below that the placement of stress in many English words is in fact predictable, so that it does not provide an example of a free accent system. Indeed, the terms fixed vs free accent refer to extreme situations that are probably not encountered in any language in an absolute sense. Anderson (1984) observes that Avar, a northeast Caucasian language, provides an example of a system in which 'stress can only occur on one of the first two syllables of the word, but beyond this it is unpredictable', as shown in (27) (data from Ebeling 1966: 59):

(27)  

<table>
<thead>
<tr>
<th>English</th>
<th>Russian</th>
</tr>
</thead>
<tbody>
<tr>
<td>'hooz o</td>
<td>'hooz o</td>
</tr>
<tr>
<td>'thresh floor</td>
<td>'hooz o</td>
</tr>
<tr>
<td>'qadal</td>
<td>'qadal</td>
</tr>
<tr>
<td>'wall (GEN SG)</td>
<td>'wall (NOM PL)</td>
</tr>
</tbody>
</table>

That is, accent is 'fixed' in the sense that it must occur within the 'window' formed by the first two syllables, but is 'free' in the sense that there is no way of predicting which of these syllables will bear the accent in any particular word (although, as Anderson observes, 'some grammatical categories are associated with stress on a particular syllable'), so that the difference in the patterns for the genitive singular and nominative plural forms for 'wall' in (27) can be attributed to predictable morphological factors.

Similarly, there is probably no fixed-accent language in which the accent is located in accordance with a rule that refers to word-edge and nothing else in all the words (simple and complex) of the language. In this respect, let us consider Polish, an example of a fixed-accent language, in a little more detail. Although Polish has regular penultimate accent (28a), we find morphologically simple words that have antepenultimate accent (28b) and also some that have final accent (28c):

(28)  

<table>
<thead>
<tr>
<th>English</th>
<th>Polish</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. regular</td>
<td></td>
</tr>
<tr>
<td>penultimate</td>
<td></td>
</tr>
<tr>
<td>mar'molad</td>
<td>'marmolad (GEN PL)</td>
</tr>
<tr>
<td>'marmolad</td>
<td></td>
</tr>
<tr>
<td>wi'sna</td>
<td>'spring'</td>
</tr>
</tbody>
</table>

4.3 Fixed accent and free accent systems

b. irregular  

<table>
<thead>
<tr>
<th>English</th>
<th>Polish</th>
</tr>
</thead>
<tbody>
<tr>
<td>antepenultimate</td>
<td>uniwersitet 'university'</td>
</tr>
<tr>
<td>'university'</td>
<td></td>
</tr>
<tr>
<td>gra'matyka</td>
<td>'grammar'</td>
</tr>
<tr>
<td>'grammar'</td>
<td></td>
</tr>
<tr>
<td>re'zim</td>
<td>'regime'</td>
</tr>
<tr>
<td>'regime'</td>
<td></td>
</tr>
<tr>
<td>me'nu</td>
<td>'menu'</td>
</tr>
<tr>
<td>'menu'</td>
<td></td>
</tr>
</tbody>
</table>

Exceptions such as those as in (28b, c) (which in Polish are often loanwords) can only be dealt with by providing their lexical representations with an indication of which syllable is accented; the regular cases bear no such indication.

However, more interesting are those cases in which apparent exceptions themselves form a subsystem of some kind, so that a language may be said to have more than one regular pattern. This is often determined by some non-accentual property, very often membership of a specific word class (just as in Avar above), such that nouns behave differently from verbs, for example. Thus, morphological properties often interfere with the basic accentual principles of a language. Some of the apparent irregularity in English is caused by factors such as these, as we shall now show.

Chomsky and Halle (1968) provide the first extensive generative analysis of accent in English, and we consider the principles of their analysis briefly here. On the basis of the forms in (29), we might conclude that English takes primary accent on the final syllable:

(29)  

<table>
<thead>
<tr>
<th>English</th>
<th>Polish</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ap'pear</td>
<td>sur'mise</td>
</tr>
<tr>
<td>collapse</td>
<td>u'surp</td>
</tr>
<tr>
<td>b. su'preme</td>
<td>re'mote</td>
</tr>
<tr>
<td>ro'burst</td>
<td>ab'surd</td>
</tr>
</tbody>
</table>

However, the words in (30) appear to contradict this claim:

(30)  

<table>
<thead>
<tr>
<th>English</th>
<th>Polish</th>
</tr>
</thead>
<tbody>
<tr>
<td>a'rena</td>
<td>an'gina</td>
</tr>
<tr>
<td>sy'opsis</td>
<td>fi'asco</td>
</tr>
</tbody>
</table>

Chomsky and Halle observe that this difference is due to the different morphological categories of the words involved: those in (29a) are verbs and those in (29b) adjectives, while the words in (30) are nouns. Thus stress falls on the final syllable if the word is a morphologically simple verb or adjective, but on the penultimate if it is a noun.

Another way in which morphology yields apparent counterexamples to the stress patterns of a language involves affixation. For example, we have just seen that the adjectives in (29b) behave like verbs in taking accent on the final syllable. However, as Chomsky and Halle (1968: 81) point out, the adjectives in (31) apparently deviate from this pattern:

(31)  

<table>
<thead>
<tr>
<th>English</th>
<th>Polish</th>
</tr>
</thead>
<tbody>
<tr>
<td>a'ncedal</td>
<td>uni'versal</td>
</tr>
<tr>
<td>mo'rentous</td>
<td>de'sious</td>
</tr>
</tbody>
</table>
Foot and words

However, these items are morphologically complex:

(32) ANECDOTE+AL UNIVERSE+AL
MOMENT+OUS DESIRE+OUS

Whatever the accentual pattern of the word from which the adjective is derived, the primary accent falls on the syllable immediately preceding the derivational suffix.14

Other suffixes are 'accent-neutral'; they have no effect on the stress pattern of the word to which they attach:

(33) a. divinely DIVINE+LY 'vulgarily VULGAR+LY
b. manhood MARIN+HOOD 'adulthood ADULT+HOOD15
c. exactness EXACT+NESS 'wanton WANTON+NESS

Whatever the details, it is apparent that English is not a free-accent language. Rather, there are a number of interacting principles which determine the accentual pattern, one of which, the internal structure of the 'target' syllable, we consider below in §4.4.2. Moreover, even though English has words containing a large number of syllables, the syllable which bears the primary accent is virtually always one of the final three:

(34) 4Apachi'tola archipelago
Winnipe'tsauke a'sparagus
Constani'tnole ge'ranium

Notice again that the suffixation of accent-neutral affixes may override this restriction:

(35) a. desperately DESPERATE+LY
b. 'bachelorhood BACHELOR+HOOD
c. 'adventurous ADVENTURE+OUSHNESS

Morphology can play a role even in languages such as Russian, which, as we have seen, is considered to have a free-accent system. A language like

Russian is a lexical accent language, as accentuation has to be marked in the lexicon. However, even in such free systems we find regularities in morphologically complex words: when morphemes are combined to form words, rules will decide which syllable will receive the primary (i.e. word) accent. Revithiadou (1999) observes data as such as the following:17

(36) NOM SG NOM PL
a. golova [golu'va] golovy ['golov] 'head'
b. rabota [ra'bot] raboty [ra'bot] 'work'
c. gora [gora] gory [gor] 'mountain'

It will be seen that the relationship between the accentual patterns of the singular and plural forms of these three Russian nouns is different in each case. This can be explained by assuming that morphemes differ in Russian in being lexically either marked or unmarked for accent. That is, although Russian is a free-accent language, not every morpheme is lexically accented. Furthermore, certain morphemes may be lexically marked as being 'unaccentable' – they reject accent wherever possible. The various morphemes in (36) can be assigned the following lexical accentual properties:

(37) a. unmarked golov- y golov/ 'head'
    -y goluvl 'head'
b. marked 
    accentuated ra'bot- ra'bot/ 'work'
    -'a ral 'work'
    unaccentable gori gori 'mountain'

If an unmarked stem combines with an accented suffix, or an accented stem with an unmarked suffix, then the accent is realised on the lexically accented syllable, giving e.g. golov'va and ra'boty. Similarly, if an unaccented stem (e.g. gor-) combines with an unmarked suffix, the suffix retains its accent, giving e.g. gor'a, to avoid violating the 'unaccentable' specification of the stem. That is, if there is only one lexically specified accent in a sequence of morphemes, that accent will be realised, as we might expect. If, however, both stem and suffix are accented, then the sequence has two lexically marked accents, as in ra'bot + 'a. Under these circumstances, one accent is omitted, to give the realisation ra'bot'. What happens if there are no lexical accents in a particular sequence? If two unmarked morphemes combine, the realisation of accent appears to be governed by a general rule stipulating that the default accent is word-initial, so that golov + y yields 'golov'. Thus even a free-accent language such as Russian is subject to certain accentuation rules.

14 We return in §4.4.2 to the reasons for the antepenultimate accent in words such as maximal and rigorous. This has to do with the weight of the rhyme of the target syllable for accent (the penultimate, in these cases).

15 For speakers whose pronunciation is /o/ or /a/, stress on the derived noun remains on the second syllable /o/ or /a/.

16 The reader may wonder why we choose to illustrate our argument with such apparently exotic English words. A perusal of the literature on accent would quickly yield a large number of such items. This appears to be a consequence of the fact that it is difficult to find morphemes in English consisting of so many syllables; 'native' polysyllabic English words tend to be compounds or contain prefixes and/or suffixes, e.g. excommunication.

17 Underlying /o/ in Russian is realised as /a/ in unaccented syllables.
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Returning now to English, we have distinguished two types of affix: accent-neutral, such as -ly, and what we might call integrating affixes, which are integrated into the domain to which they are attached, and thus considered to be part of that domain for the purposes of accent assignment. However, we can draw a further distinction within the set of integrating affixes. These may be either what we might call accent-attracting affixes, such as -al (38a), or accent-bearing affixes, such as -ese (38b):

(38) a. 'anecdote ,ane'doteal
    'incident ,inci'dental
    'universal ,uni'versal

b. 'journal ,journa'lese
    'Taiwan ,Taiwa'nese
    'Java ,Java'nese

Dutch has a set of prefixes which are accented when combined with verbs, as shown in (39):

(39) a. 'voeren 'to lead'
    'losen 'to unloose'
    'opvoeren 'to perform'
    'oplossen 'to solve'
    'uitstaan 'to stand'
    'uitstraan 'to put up with'
    'uitstaren 'to put out to grass'
    'omkopen 'to turn'
    'omkopen 'to turn over'
    'omkopen 'to bribe'

Thus these prefixes are accent-bearing, and must be lexically marked as such; they override the accentual pattern of the original morpheme. However, they in turn must yield to the demands of certain other suffixes, as shown in (40), where the forms in (39) are combined with the adjectival suffix -baar 'able':

(40) a. op'voerbaar 'performable'
    op'loosbaar 'solute'
    op'voerenbaar 'unbearable'
    'uitstarenbaar 'able to be put out to grass'
    'omkopenbaar 'able to be turned over'
    'omkopenbaar 'bribable'

The suffix -baar attracts accent to the immediately preceding syllable, and obliterates the lexical accent of the prefixes in (40).

Having discussed affixation, we now turn to compounding. Members of compounds behave like independent domains for accent in many languages, although they may fuse into a single domain. In English, for example, compounds behave differently from phrases with respect to their accentuation: whereas phrases in English typically have a ws pattern, compounds show the reverse, sw. This results in accentual ‘minimal pairs’, familiar from the literature on accentuation, such as a blackboard ‘a board which is black’ vs a ‘blackboard’ ‘a board for writing on with chalk’; cf. ‘greenfly vs green ‘fly, ‘White House vs white ‘house, etc. In terms of the representation in (13), we need to add an extra grid layer to represent the compound accent, as in (41), the representation for White House politics l, wait haus ‘politiiks:

(41) (·) (·) (·)
    (·) (·) (·)
    (·) (·) (·) (·) (·)

(Notice that the first syllable of politics, which is not a compound, is vacuously assigned an accent by the compound accent rule.)

The various phenomena which we have been considering – e.g. the preference for accents to fall at the edge of domains and the interaction between morphological structure and accent – have to be accounted for in some kind of formal theory of accent. Before we move on to this, though, let us consider the role of non-primary accents.

4.3 Fixed accent and free accent systems

To what extent do the generalisations relating to the placement of primary accents apply to non-primary accents as well? As in the case of the primary accent, the position of the non-primary accent in many languages is rule-based. The simplest case is that in which these accents form an alternating pattern moving away from the primary accent. An example of a language with a system like this is Warao, spoken in Venezuela. Osborne (1966: 115) observes that in Warao ‘alternate syllables are stressed with a weaker secondary stress, counting back from the strongly stressed syllable’. This is illustrated by the forms in (42):

(42) ko’ranu ‘drink it’
    ‘kona’ruae ‘carried away’
    yi,wara’nae ‘he finished it’
    ,nabo,roa,haku’tae ‘the one who ate’
    e,nabo,roa,haku’tae ‘the one who caused him to eat’

In a system such as this, the syllables preceding the primary accent are gathered up into trochaic binary feet, with the first syllable of each foot
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being assigned a secondary accent. If there is an odd number of syllables in the word, the initial syllable remains unfooted. This gives the following structure for *enahoroahakutai*:

\[
(\cdot \cdot \cdot \times)
\]
\[
(\times \cdot \cdot \cdot \times) \quad \text{word accent}
\]
\[
(\cdot \cdot \cdot \times) \quad \text{foot accent}
\]
\[
\sigma \sigma \sigma \sigma \sigma \sigma \sigma \sigma
\]
\[
\varepsilon \quad \text{na ho ro a ha ku ta i}
\]

Just as with primary accents, the placement of non-primary accents may be affected by morphological structure. In English compounds of the type *blackboard* and *petrol station*, the syllable of the second morpheme, which lexically bears primary accent, is realised with secondary accent when it forms a compound, as in (44), *petrol station* /ˈpetroʊˌsteɪʃən/:

\[
(\times \cdot \cdot \cdot)
\]
\[
(\times \cdot \cdot \cdot) \quad \text{compound accent}
\]
\[
(\times \cdot \cdot \cdot) \quad \text{word accent}
\]
\[
\sigma \sigma \sigma \sigma \sigma
\]
\[
\text{pel troi ster fæn}
\]

Thus, the location of non-primary accent in these compounds is dependent on the location of the primary accent in the units that they are composed of. This is generally also the case when words combine to form a phrase, which in English yields a ws pattern, as in *New York, hard-boiled, Rugby Union* and *weight-sensitive*. However, if such phrases are themselves part of compounds, we often encounter sequences which violate the principles of eurhythmicy discussed in §4.2, for example because two accented syllables are ‘too close’ after compounding, as illustrated by forms such as *New York pizza, hard-boiled egg, Rugby Union president* and *weight-sensitive stressing* in (45):

\[
,New \text{York} \,\text{'}pizza
\]
\[
,\text{hard-boiled} \,\text{'}\text{egg}
\]
\[
,\text{Rugby Union} \,\text{'}\text{president}
\]
\[
,\text{weight-sensitive} \,\text{'}\text{stressing}
\]

Consider the bracketed grid corresponding to *New York pizza* /njuː ˈjoʊk pıt,səl/:

\[
(\cdot \cdot \cdot \times)
\]
\[
(\cdot \cdot \cdot \times) \quad \text{phrasal accent}
\]
\[
(\cdot \cdot \cdot \times) \quad \text{phrasal accent}
\]
\[
(\cdot \cdot \cdot \times) \quad \text{word accent}
\]
\[
\sigma \sigma \sigma \sigma \sigma
\]
\[
\text{njuː ˈjoʊk pı́ː tı́ːsə}
\]

4.3 Fixed accent and free accent systems

(Notice that the complete phrase is made up of two smaller phrases, *New York* and *pizza*, so that phrasal accents are assigned twice.) At the word-accent level the two rhythmic ‘beats’ corresponding to the primary word accents on *York* and *pizza* are adjacent, giving /njuː ˈjoʊk pı́ːtsə/, and thus display a rhythmic clash. Under these circumstances English allows the secondary stress to move to the first element of the phrase, by a process known as stress shift, to give the grid in (47):

\[
(\cdot \cdot \cdot \times)
\]
\[
(\times \cdot \cdot \cdot \times) \quad \text{phrasal accent}
\]
\[
(\times \cdot \cdot \cdot \times) \quad \text{phrasal accent and stress shift}
\]
\[
(\cdot \cdot \times) \quad \text{word accent}
\]
\[
(\times \cdot \times \cdot \times) \quad \text{foot accent}
\]
\[
\sigma \sigma \sigma \sigma
\]
\[
\text{njuː ˈjoʊk pı́ː tı́ːsə}
\]

in which the strong and weak syllables display an alternating pattern.

This process is not restricted to phrases of which the first element is a compound. If the first element is a word in which a secondary accent precedes a primary accent, then it will also be available for stress shift, as shown in (48):

\[
,\text{Japa'ense} \,\text{but } \text{Japane'ese 'sushi}
\]
\[
,\text{Missis'sippi} \,\text{but } \text{Mississippi 'madrigals}
\]
\[
,\text{seven'teen} \,\text{but } \text{seventeen 'sisters}
\]

Again we see that the original primary accent shifts to the place of the original secondary accent, and becomes subordinated to the primary accent of the righthand element of the whole phrase.

We will not pursue the details of stress shift here.\(^9\) Rather, we turn to some examples from morphology which, like the compounding phenomena discussed above, demonstrate that primary accents of morphemes which lose their status as primary as a result of their being embedded may still be recognisable in surface realisations. Chomsky and Halle (1968: 116) consider the case of the two nouns *compensation* and *condensation*, which apparently have the same prosodic structure. Their morphological structures differ, however: the underlying representations of the verbs from which the nouns are derived is presumably as given in (49):

\[
(\cdot \cdot \cdot \times)
\]
\[
(\cdot \cdot \cdot \times) \quad \text{word accent}
\]
\[
(\cdot \cdot \cdot \times) \quad \text{word accent}
\]
\[
(\cdot \cdot \cdot \times) \quad \text{foot accent}
\]
\[
\sigma \sigma \sigma \sigma \sigma \sigma \sigma \sigma
\]
\[
\text{com pen sate} \,\text{con dense}
\]

\(^9\) There is an enormous literature on this phenomenon, much of which is concerned with the appropriate representation of stress shift. See e.g. Liberman and Prince (1977), Prince (1983), Hayes (1984a), Selkirk (1984a), Giegerich (1985) and, for an overview, Visch (1989).
'Compen\textsuperscript{sa}tate has primary accent on the initial and secondary accent on the final syllable; con\textsuperscript{den}se has primary accent on the final syllable. The vowel in the first syllable of condense is at least potentially not reduced to schwa, and therefore forms a foot. When suffixation of -\textsuperscript{ation} or -\textsuperscript{ion} takes place, primary accent moves to the first syllable of -\textsuperscript{ation}, which is an accent-bearing suffix. As a result, the initial syllable of condense acquires secondary accent. We might assume, then, that the two words would have identical grid structures, as in (50):

\begin{center}
\begin{tabular}{l}
\hline
(50) a. ( \texttimes \texttimes ) b. ( \texttimes \texttimes )

\hline
word accent
\end{tabular}
\end{center}

\begin{center}
\begin{tabular}{ll}
\hline
(\texttimes \texttimes) (\texttimes \texttimes) (\texttimes \texttimes) (\texttimes \texttimes)

\hline
foot accent
\end{tabular}
\end{center}

\begin{center}
\begin{tabular}{ll}
\hline
\textsigma \textsigma \textsigma \textsigma \textsigma \textsigma \textsigma \textsigma

\hline
compensation condensation
\end{tabular}
\end{center}

However, Chomsky and Halle observe that in many dialects of English the pronunciation of these two words differs in one crucial respect: whereas the second syllable of compensation contains a reduced schwa-type vowel, that of condensation has a full vowel. Thus in RP, the two words would be realised as /\textkomp\textopen'\textsef\textjan/ and /\textkonden's\textsef\textjan/, respectively. Chomsky and Halle associate this difference with the fact that the second syllable of condensation originally bore a primary accent; the presence of the full vowel in the derived noun reflects its 'history'.

It might be possible to represent this syllable as bearing tertiary accent, as in (51):

\begin{center}
\begin{tabular}{l}
\hline
(51) a. ( \texttimes \texttimes ) b. ( \texttimes \texttimes )

\hline
primary accent
\end{tabular}
\end{center}

\begin{center}
\begin{tabular}{ll}
\hline
(\texttimes \texttimes)(\texttimes \texttimes)(\texttimes \texttimes)(\texttimes \texttimes)

\hline
secondary accent
\end{tabular}
\end{center}

\begin{center}
\begin{tabular}{ll}
\hline
\textsigma \textsigma \textsigma \textsigma \textsigma \textsigma \textsigma \textsigma

\hline
compensation condensation
\end{tabular}
\end{center}

However, it is a moot point whether it is possible to distinguish more than two levels of accent, and we take no position on this matter here. Nevertheless, the discussion above has clearly shown that accents may be 'persistent'.

4.4 Metrical theory

In §4.2 above, we suggested that accents prefer to occur at the edge of a foot, and that primary accents prefer to occur at the edge of a word. Nevertheless, we have also seen that there are languages such as Polish in which primary accent regularly falls on a non-peripheral syllable. In the case of Polish this is

\begin{center}
\begin{tabular}{l}
\hline
\textsigma \textsigma \textsigma \textsigma \textsigma \textsigma \textsigma \textsigma

\hline
\textaa \textaa \textaa \textaa \textaa \textaa \textaa \textaa
\end{tabular}
\end{center}

Hyman (1977) identifies more cases of penultimate than initial primary stress, with final stress coming third. Postinitial and antepenultimate patterns are rare, and post-postinitial virtually unknown.

Initial and final accent could be accounted for by primary accent rules which identify the edges of the accentual domain. Such rules would construct the elementary metrical grids as in (53), i.e. grids with no internal bracketing:

\begin{center}
\begin{tabular}{l}
\hline
(53) a. ( \texttimes \texttimes \texttimes ) b. ( \texttimes \texttimes \texttimes \texttimes )

\hline
\textsigma \textsigma \textsigma \textsigma \textsigma \textsigma \textsigma \textsigma \textsigma \textsigma \textsigma \textsigma
\end{tabular}
\end{center}

But what about postinitial, penultimate and antepenultimate accent?

Notice first that there is an asymmetry between left-edge accent and right-edge accent. Whereas the latter seems to be able to reach the third syllable from the edge (as in Macedonian), post-postinitial accent is virtually never attested. Even though only a few examples of fixed antepenultimate accent have been recorded, it is frequently found in the exceptional vocabulary of languages which otherwise have fixed penultimate accent. A theory of accent placement must account not only for this asymmetry, but also for the fact that fixed patterns other than those in (53) are never found. If primary accent placement were unrestricted, in the sense that any syllable at some fixed distance from the word-edge could be reached, we would expect to find languages having accent on the fourth syllable from either the left or right edge, or even in the 'middle'.

We therefore need a mechanism for determining primary accent placement that excludes such non-occurring cases. This means that a system which simply allows us to indicate any syllable as potentially acceptable is inadequate. For example, such a theory fails to account for the fact that words can have only one primary accent: there is nothing in the theory to prevent us from assigning an accent mark to the first and last syllables in (53), or indeed to every syllable in the word. The theory of accent placement proposed in Chomsky and Halle (1968) has much the same drawback. In their model, any vowel bears a segmental feature [\textaccent] (in their terms [\textstress]), which is

\begin{center}
\begin{tabular}{l}
\hline
216
\end{tabular}
\end{center}
formally identical to other segmental features such as [\text{round}] and [\text{sonorant}]. Here, too, there is no formal reason not to mark all the syllables in a word as [+accent], which would be in conflict with the culminating nature of accent.

A model which allows any syllable in a word to be accentuated also fails to account for the ways in which accent can exhibit its edge preference (i.e., its demarcative property; cf. §4.1). The grids in (53) are for the 'optimal' initial and final patterns; it seems just as easy to construct the grids in (54a–c) for the less common postinitial, penultimate and antepenultimate patterns, and indeed those in (54d–e) for the – at best – marginal post-postinitial pattern, and the apparently impossible pre-antepenultimate pattern:

\begin{align}
\text{(54) a. postinitial} & \quad \text{b. penultimate} \\
& \quad (\cdot \times \cdot \cdot \cdot) \\
& \quad \sigma \sigma \sigma \sigma \sigma \\
\text{c. antepenultimate} & \quad \sigma \sigma \sigma \sigma \sigma \\
& \quad (\cdot \cdot \cdot \times \cdot \cdot) \\
\text{d. post-postinitial} & \quad \sigma \sigma \sigma \sigma \sigma \sigma \\
& \quad (\cdot \times \cdot \cdot \cdot) \\
\text{e. pre-antepenultimate} & \quad (\cdot \cdot \cdot \times \cdot \cdot \cdot \cdot) \\
& \quad \sigma \sigma \sigma \sigma \sigma \sigma \sigma \sigma \sigma
\end{align}

Clearly, any theory which simply allows us to pick out any syllable within a word as accent failed to provide insight into the phenomena we have been considering, and so is inadequate as a theory of primary accent placement. Its inadequacy is emphasised when we consider further non-primary accents.

We have already seen that the distribution of non-primary accents is rule-based and non-random. Accentual patterns tend to show alternations between accentted and non-accentted syllables. Thus, as we saw in §4.3.1, accents on adjacent syllables (clashes) are avoided where possible, for example by stress-shifting processes such as that of English. Equally, languages tend to avoid stretches of more than two unaccented syllables (lapses). At the lowest level of rhythmic organisation, then, languages have binary rhythmic patterns (55a) or ternary rhythmic patterns (55b), but not quaternary rhythm (55c):

\begin{align}
\text{(55) a.} & \quad (\times \cdot \cdot \cdot) (\times \cdot \cdot \cdot) (\times \cdot \cdot \cdot) (\times \cdot \cdot \cdot) (\cdot \cdot \cdot) \\
& \quad \sigma \sigma \sigma \sigma \sigma \sigma \sigma \sigma \sigma \\
\text{b.} & \quad (\times \cdot \cdot \cdot) (\times \cdot \cdot \cdot) (\times \cdot \cdot \cdot) (\cdot \cdot \cdot) (\cdot \cdot \cdot) \\
& \quad \sigma \sigma \sigma \sigma \sigma \sigma \sigma \sigma \sigma \\
\text{c.} & \quad (\times \cdot \cdot \cdot) (\times \cdot \cdot \cdot) (\times \cdot \cdot \cdot) (\cdot \cdot \cdot) (\cdot \cdot \cdot) \\
& \quad \sigma \sigma \sigma \sigma \sigma \sigma \sigma \sigma \sigma
\end{align}

In the previous section we suggested that rhythmic non-primary accents can be regarded as properties of a domain that is smaller than the word, which we called the foot. It would seem, then, that we must construct a set of algorithms for assigning foot structure. These form the central core of what is known as metrical theory, and we will turn to this in the next section. We will show that, although the languages of the world appear to display a great variety of accentual patterns, metrical theory requires only two rules for the placement of primary accent, one which places accent on the leftmost foot accent in a particular domain (56a), and one which places accent on the rightmost foot accent (56b):

\begin{align}
\text{(56) Primary accent rules} & \\
\text{a.} & \quad \times \rightarrow \times / (\cdot \cdot \cdot) \\
& \quad \text{foot accent} \\
\text{b.} & \quad \times \rightarrow \times / (\cdot \cdot \cdot) \\
& \quad \text{foot accent}
\end{align}

\subsection{4.4.1 Metrical structures}

In this section we examine how the various observations on word and foot structure in the previous sections can be formalised within metrical theory. Let us start by considering again the English word Apalachicola, introduced in §4.1. The six syllables of this word are organised into three trochaic feet, as in (57):

\begin{align}
\text{(57) } & \quad (\times \cdot \cdot \cdot) (\times \cdot \cdot \cdot) (\times \cdot \cdot \cdot) \\
& \quad \sigma \sigma \sigma \sigma \sigma \sigma \\
& \quad \text{\texttt{a}} \text{\texttt{p}} \text{\texttt{a}} \text{\texttt{l}} \text{\texttt{a}} \text{\texttt{a}} \text{\texttt{i}} \text{\texttt{c}} \text{\texttt{o}} \text{\texttt{l}} \text{\texttt{a}}
\end{align}

How do we generate the structure in (57)? The metrical structure assigned to any word is the result of the setting of a number of parameters, which specify the choices available to a language with respect to some property. With respect to Apalachicola, which has initial primary accent and a rightward alternating rhythmic pattern, the two parameters in (58) determine the foot structure:

\begin{align}
\text{(58) Foot structure} & \\
\text{i.} & \quad \text{left-headed (i.e. the leftmost syllable of the foot is accented)} \\
\text{ii.} & \quad \text{assigned from right to left}
\end{align}

(58.i) specifies that the foot structure of (57) is trochaic, i.e. it is the first syllable of the foot which is accented. Notice that (58.i) is formulated in terms of headedness; metrical theory makes use of headed tree structures, represented as bracketed grids. As in our account of syllable structure, headed trees embody the claim that each constituent contains just one `central' unit, the head, and in addition one or more non-heads, the dependents. As we have
seen, the notion of head is central to the kind of structures that linguists posit in syntax, morphology and phonology.\textsuperscript{21}

The use of headed structures, and more specifically the notion that each accent forms a head, guarantees that every domain has precisely one accent. In this way, we derive the property of culminativity of accent. The additional property that heads in metrical structure can only be located at edges of constituents expresses the demarcative function of accent (cf. §4.1).

(58.ii) specifies that the six syllables of *Apalacheicolua are organised into feet, starting from the right. However, since the word *Apalacheicolua has an even number of syllables, it does not itself provide evidence for (58.ii); left-to-right assignment would yield the same structure, given that we have specified the feet as trochaic. However, words with an odd number of syllables provide the necessary evidence, as is shown by a word such as *Mo,nong’a,hela, which has the foot structure in (59a). If feet had been assigned from the left, we would have the incorrect structure in (59b):

\[(59)\]
\[\text{a. } (\times \cdot)(\times \cdot) \quad \text{b. } *((\times \cdot)(\times \cdot)) \quad \text{foot accent}\]
\[
\sigma \sigma \sigma \sigma \sigma \quad \sigma \sigma \sigma \sigma \sigma
\]
\[
\text{mənəŋ gə hə la} \quad \text{mənəŋ gə hə la}
\]

Notice that the first syllable in (59a) is left unfooted, i.e. it is not parsed, but is ‘stranded’ (as before, unparsed syllables are not marked with a dot). Allowing stranded syllables implies that we do not require foot parsing to be exhaustive, i.e. that not all syllables have to be assigned to a foot. Such stranded syllables are sometimes characterised as forming a degenerate foot, but the question of how they are incorporated into metrical structure is a matter of some controversy, which we return to in §4.4.4.

After the assignment of foot structure by (58), *Apalacheicolua will be assigned word accent by the parameter setting in (60):

\[(60)\]
\[\text{word structure}\]
\[\text{right-headed (i.e. the rightmost foot accent receives primary accent)}\]

This gives the word structure in (61):

\[(61)\]
\[\text{word accent}\]
\[
(\cdot \cdot \cdot \times \cdot) (\times \cdot \cdot)(\times \cdot) \quad \text{foot accent}\]
\[
\sigma \sigma \sigma \sigma \sigma \quad \sigma \sigma \sigma \sigma \sigma
\]
\[
\text{æ pə la ŋə kə la}
\]

In (61) we adopt a ternary structure at word-accent level; we assume that the first two feet are both ‘weak’, i.e. depend on the foot containing the primary accent, but that neither is stronger than the other.
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However, although there are eight possible patterns, (64a–d) are significantly more common than those in (64e–h). (65) shows the structures generated by the four common patterns:

(65) 

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Odd number of syllables</th>
<th>Even number of syllables</th>
</tr>
</thead>
</table>
| a. word (LH) | \(\times\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\..
weight-sensitive. Generally, only the two weight categories identified in §3.4.1 play a role in accent assignment: syllables are either heavy or light.

How, then, can our theory of foot assignment be enriched such that weight-sensitive systems can be accommodated? It is clear that systems are weight-sensitive whenever certain syllables (i.e. those that are heavy) are unable to occupy the dependent position in the foot, with the result that they always end up as the head of the foot.

Let us assume the weight-sensitivity parameter in (70):

(70) weight-sensitivity: heavy syllables are unable to occupy the dependent position in a foot.

which can be set to ‘yes’ or ‘no’. If the weight parameter is set to ‘yes’, then we must also establish what constitutes a heavy syllable in the language in question; i.e. are we dealing with a rhyme-weight language or a nucleus-weight language, as discussed in §3.4.1?

The introduction of the weight parameter means that we now have the set of parameters in (71):

(71) a. foot structure
   i. headship: left-headed (LH) or right-headed (RH)
   ii. directionality: assigned from left to right (L→R) or right to left (R→L)
   iii. weight-sensitivity: yes or no
   b. word structure
   headship: left-headed (LH) or right-headed (RH)

The addition of the weight-sensitivity parameter obviously doubles the number of different types of accent systems that can be generated. One such system is shown in (72):

(72) a. foot structure: LH, R→L, weight-sensitive
   b. word structure: RH

Let us consider the system defined by (72). If we consider only the rightmost foot in the word, then there are four possible configurations, as shown in (73), where \( \bar{\sigma} \) represents a heavy syllable and \( \sigma \) a light syllable:

(73) a. \( \bar{\sigma} \sigma \) b. \( \sigma \bar{\sigma} \) c. \( \sigma \bar{\sigma} \) d. \( \bar{\sigma} \bar{\sigma} \)

(73a) and (b) present no problem, since we can simply assign the final two syllables to a binary trochaic foot without violating the weight parameter, which prevents a heavy syllable from occurring in the dependent foot position. This gives the grids in (74):

(74) a. (×) b. (×) foot accent
    \( \bar{\sigma} \sigma \) \( \bar{\sigma} \bar{\sigma} \)

Recall that the weight parameter bars heavy syllables from dependent position, but does not bar light syllables from head position, so that (74b) is well formed. However, we cannot construct a trochaic foot over the two word-final syllables (73c) and (d), because the final heavy syllable would then end up in the weak position of the foot. What we can do, however, is assign a monosyllabic foot to the final syllable only, giving the following representations for (73c) and (d):

(75) a. (×) b. (×) foot accent
    \( \bar{\sigma} \sigma \) \( \bar{\sigma} \bar{\sigma} \)

In (c) and (d), the heavy syllable forms a foot by itself. The structures in (75) are appropriate for a system which has primary accent on the final syllable if this is heavy and on the penultimate syllable otherwise, i.e. the type represented by Rotuman in (68).

As we saw in (69), Yapese represents a second type of weight-sensitive system. In such systems, primary accent also falls on the final syllable in the (73b) case, i.e. if the last two syllables are both light. The simplest way of analysing such systems appears to be to assume that foot structure is iambic, rather than trochaic, i.e. that the parameter setting is as in (76):

(76) a. foot structure: RH, R→L, weight-sensitive
   b. word structure: RH

This yields the foot structures in (77):

(77) a. (×) b. (×) c. (×) d. (×) foot accent
    \( \bar{\sigma} \sigma \) \( \bar{\sigma} \sigma \)

Notice that in (77a) we have not assigned the final light syllable to a foot. We assume that this reflects the following condition on foot structure:

(78) condition on foot size
    In weight-sensitive systems feet cannot consist of one light syllable.

4.4.3 Foot typology

It will be clear that the addition of the weight-sensitivity parameter means that we can generate sixteen possible accent systems. However, as we have already seen, by no means all of these systems actually occur in the languages of the world, and even the set of possible systems that we have already identified cannot combine freely with either setting of the weight-sensitivity parameter. For example, right-headed weight-insensitive feet systems are rare, and left-headed weight-sensitive systems with left-to-right foot assignment apparently
absent. These facts lead Hayes (1995: ch. 4) to assume a much more restricted inventory of basic metrical units, namely the syllabic trochee, the moraic trochee and the lamb. The inventory is given in (79) (from Hayes 1995: 71):

(79) a. syllabic trochee
   \((\times \cdot)\)
   \(\sigma \sigma\)

   b. moraic trochee
   \((\times \cdot)\) or \((\times)\)
   \(\delta \delta \delta\)

   c. lamb
   \((\cdot \times)\) or \((\times)\)
   \(\sigma \sigma \delta\)

On this analysis, then, weight-insensitive systems are normally left-headed, i.e. trochaic. Syllabic trochees are left-headed weight-insensitive feet, as shown in (80):

(80) a. \((\times \cdot)\)
   \(\sigma \sigma\)

   b. \((\times \cdot)\)
   \(\sigma \sigma \sigma\)

Syllables are gathered into left-headed binary feet, with any leftover syllables, as in (80b), remaining unparsed. A monosyllabic word may form a foot of its own, depending on the language in question (see §4.4.4 below). Hayes (1995: 188f.), drawing his data from the analysis of Árnason (1985), cites Icelandic as an example of a syllabic trochaic system which allows monosyllabic words to form feet. Relevant forms are given in (81):

(81) Jón ‘John’
    ’taska ‘briefcase’
    ’höföing, ja ‘chiffon (GEN PL)’
    ’akva,relia ‘aquarelle’
    ’bió,grafí,a ‘biography’

However, Hayes believes that the final secondary accent in, for example, ’höföing, ja and ’bió,grafí,a should be assigned to phonetic lengthening rather than to metrical structure, and should therefore be disregarded in constructing the appropriate foot patterns, given in (82):

(82) a. \((\times)\)
   Jón

   b. \((\times \cdot)\)
   taska

   c. \((\times \cdot)\)
   höföing ja

   d. \((\times \cdot) (\times \cdot)\)
   \(\sigma \sigma \sigma \sigma\)
   ak va rel la

   e. \((\times \cdot) (\times \cdot)\)
   \(\sigma \sigma \sigma \sigma\)
   bi ó grafí a

The foot types in (79b) are found in the analysis of weight-sensitive systems. In systems employing the moraic trochee, a foot may be formed either by a heavy syllable on its own or by two light syllables. As anticipated in our discussion of mora theory in §3.5, one heavy syllable is equivalent to two light syllables, in that both contain two moras, so that the two types in (79b) share the moraic structure in (83):

(83) \((\times \cdot)\)
    \(\mu \mu\)

Thus a system such as (83) builds feet on the basis of moraic, rather than syllabic, structure. In moraic trochaic systems, feet consist of exactly two moras, as shown in (84):

(84) a. \((\times \cdot)\)
   \(\mu \mu\)

   b. \((\times \cdot)\)
   \(\mu \mu\)

   c. \((\times \cdot)\)
   \(\mu \mu\)

   d. \((\times \cdot)\)
   \(\mu \mu\)

As in the case of the syllabic trochee, systems may allow a final light syllable, as in (84c, d), to remain unparsed; in moraic trochaic systems, however, a heavy syllable always forms a foot.

Hayes (1995: §6.1.4) analyses Wargamay, an Australian language spoken in North Queensland, as having a moraic trochaic system, assigned from right to left. In this language, syllables with a long vowel are heavy; all others are light. Relevant forms are given in (85):

(85) ‘maud’ ‘man’
    ‘bada’ ‘dog’
    ‘nubba’ ‘stone fish’
    ‘gibaqia’ ‘fig tree’
    ‘gaqara’ ‘dilly bag’
    ‘giqal a, wulu’ ‘freshwater jewfish’

The appropriate patterns are given in (86):

(86) a. \((\times \cdot)\)
   \(\mu \mu\)

   b. \((\times \cdot)\)
   \(\mu \mu\)

   c. \((\times \cdot)\)
   \(\mu \mu\)

   d. \((\times \cdot) (\times \cdot)\)
   \(\mu \mu \mu \mu \mu\)

   e. \((\times \cdot)\)
   \(\mu \mu\)

   f. \((\times \cdot) (\times \cdot)\)
   \(\mu \mu \mu \mu \mu\)

The accents on the vowels denote different vowel qualities in Icelandic orthography; they do not indicate tone or accent.
Feet and words

Initial light syllables, as in (86e), remain unparsed (degenerate feet are not permitted in Wargamay). Notice that the analysis apparently generates an incorrect representation for (86d); we find *[gi*ba*ra]*, with secondary accent on the second syllable, rather than the correct form, *[gi*ba*ra]*. Hayes attributes this to a destressing rule which has the effect of resolving a clash between two successive stressed syllables in Wargamay.

Like moraic trochaic systems, iambic systems distinguish between heavy and light syllables. In such systems, any syllable following a light syllable forms a foot with that syllable, and is its head. Any remaining heavy syllables form feet on their own; remaining light syllables are unparsed.

\[\begin{align*}
\text{(87)} \quad \text{a. } (x) & \quad \text{b. } (\cdot \times) \\
\text{\quad } \sigma & \quad \sigma \\
\text{\quad } \sigma & \quad \sigma \\
\text{\quad } \sigma & \quad \sigma \\
\end{align*}\]

Cayuga, a Lake Iroquoian language, is analysed by Hayes as having an iambic system. He cites the data in (88):

\[\begin{align*}
\text{(88)} \quad \text{hēną'ə:wa}s & \quad \text{‘they are hunting’} \\
\quad \text{hē}nə'ə:wa&s & \quad \text{‘they will hunt’} \\
\quad \text{teweka’tawéne} & \quad \text{‘I'm moving about’} \\
\quad \text{ka'nesta?} & \quad \text{‘board’} \\
\end{align*}\]

These have the patterns in (89):

\[\begin{align*}
\text{(89)} \quad \text{a. } (\cdot \times) & \quad \text{b. } (\cdot \times) \\
\quad \sigma & \quad \sigma \\
\quad \sigma & \quad \sigma \\
\quad \sigma & \quad \sigma \\
\text{\quad } \text{hē nə ta:wa}s & \quad \text{hē nə ta:wa}s \\
\text{\quad } \text{te wə kə ta wéne} & \quad \text{ka ne sta?} \\
\end{align*}\]

4.4.4 Degenerate feet

We have seen that the footing procedures developed in the previous section often leave a syllable unparsed, or stray. In a syllabic trochaic system, any odd-numbered word will contain one such syllable, as shown in (80b) above, while in moraic trochaic and iambic systems, a light syllable may be stray ((84c) and (87d)). In these representations, we simply left the syllable unparsed, as in Icelandic höf*n*ía (82c), Wargamay *mu*bi (86c) and *ga*ga (86e) and Cayuga *kan*ge*ta* (89d) (the stray syllable is underlined). However, in at least one case, in the syllabic trochaic system of Icelandic, we have assigned a single syllable, Jón (82a), to a foot, rather than leaving it unparsed.

How do we know whether an otherwise unparsed syllable should form a degenerate foot or not? In the case of a monosyllabic word like Icelandic Jón, we might think that any monosyllabic content word must be able to form a foot on its own, and for many languages this is indeed the case, for all three types of system. Hayes provides an extensive list of such languages. However, he also provides a list of languages which do not allow degenerate feet. For example, Cairene Arabic, which has a moraic trochaic system, does not allow monosyllabic words consisting of a single light syllable. Languages which have such restrictions are said to display a minimal word constraint, such that each phonological word must consist of at least one non-degenerate foot.

We can also demonstrate that stray syllables in polysyllabic words do not form degenerate feet in these languages. Hayes discusses two forms in Cairene Arabic, *kata*ba ‘he wrote’ and *qat*’ala ‘he killed’. The first syllable of *qat*’ala is heavy (CVC); all other syllables in the two forms are light. The footing and accenting of the two forms are shown in (91) (Hayes 1995: 90):

\[\begin{align*}
\text{(91)} \quad \text{a. } (\times \quad ) & \quad \text{b. } (\cdot \times \quad ) \\
\quad (\times \quad ) & \quad (\times \quad ) \\
\quad \sigma & \quad \sigma \\
\quad \sigma & \quad \sigma \\
\quad \text{ka ta bə} & \quad \text{qat tə la} \\
\text{\quad } & \quad \\
\end{align*}\]

The final syllable of *kata*ba remains unparsed, and fails to form a degenerate foot. This is evidenced by the fact that it does not attract primary accent; compare this with *qat*’ala, containing two full moraic feet, where primary accent falls on the strong syllable of the foot *tala*.

Cairene Arabic, then, does not allow degenerate feet under any circumstances. Languages with a minimal word requirement, however, permit them in monosyllabic words. Even these languages, though, typically only display degenerate feet in what Hayes calls strong positions, i.e. ‘when dominated by another grid mark’, for example because an unparsed final syllable is subject
to a rule assigning primary accent to the last syllable in a word. This leads Hayes to treat the presence or absence of degenerate feet as being due to a parameter, which prohibits degenerate feet either completely (e.g. Cairene Arabic) or in weak positions (e.g. Icelandic).

4.4.5 Ternary feet

There are a number of languages which at first sight appear to be analysable as involving ternary feet, rather than binary feet of the sort we have been considering up to now. Key (1961: 149), for example, analyses the system of Cayuvavá, a language spoken in Bolivia, as having the following rule:

(92) Stress occurs on the antepenultimate syllable and every third syllable preceding it.

The application of this rule is illustrated by the forms in (93), which exemplify the accentual patterns from two up to nine syllables (from Hayes 1995: 309):

(93)  'çaf 'tail'
      'çafakhe 'stomach'
      ki'hiber 'I ran'
      ari'uu'ñha 'he came already'
      mii'hiria'ama 'I must do'
      ma,raha'a'eki 'their blankets'
      iki,tapare'repeha 'the water is clean'
      fii'adi1,robo'ñu'runuje 'ninety-nine'

The most appropriate way to incorporate such ternary patterns into our foot inventory would at first sight appear to be to add a new foot type to the inventory given in (79), viz. the syllabic dactyl, which would have the structure in (94):

(94) syllabic dactyl

\[
\begin{array}{ccc}
\sigma & \sigma & \sigma \\
\end{array}
\]

The incorporation of this foot type into our inventory would allow us to represent some of the forms in (93) as in (95), assuming right-to-left foot assignment:

(95) a. \( \begin{array}{ccc}
\sigma & \sigma & \sigma \\
\end{array} \)
    b. \( \begin{array}{ccc}
\sigma & \sigma & \sigma \\
\end{array} \begin{array}{ccc}
\sigma & \sigma & \sigma \\
\end{array} \)
    c. \( \begin{array}{ccc}
\sigma & \sigma & \sigma \\
\end{array} \begin{array}{ccc}
\sigma & \sigma & \sigma \\
\end{array} \begin{array}{ccc}
\sigma & \sigma & \sigma \\
\end{array} \)

\[\text{fana a di ro bo} \ \text{bu ru ru fie}\]

Dresher and Lahiri (1991) argue for the introduction of a rather different type of foot, which they call the 'Germanic foot', in order to account for the phenomenon of High Vowel Deletion in Old English which we examined briefly in \(\S 3.7.4\). There we saw that the vowels /i/ and /u/ delete when they follow a heavy syllable (VC, VV) but not a light syllable (V). However, they also delete when they follow two light syllables, as shown in (96):

(96) a. \( \begin{array}{ccc}
\text{singular} & \text{plural} \\
\text{scip} & \text{scipu} & \text{ship'} \\
\text{lim} & \text{limu} & \text{limb'} \\
\text{word} & \text{word} & \text{word'} \\
\text{bàn} & \text{bàn} & \text{bone'} \\
\end{array} \)

b. \( \text{we}(\text{od})\text{r} < \text{Early West Saxon} \text{we} \text{wered-u} '\text{troops'} \\
\text{fære} \text{r} < \text{OE} \text{faerelud} '\text{journey'} \)

Dresher and Lahiri suggest that these facts can be accounted for by postulating a moraic dactyl (their 'Germanic foot'), with the structure in (97):

(97) \[\text{moraic dactyl} \begin{array}{c}
\times \\
\times \\
\times \\
\end{array} \\]

\[\mu \ \mu \ \mu \]

Thus the strong branch of the foot must contain two moras. High Vowel Deletion, then, can only take place when the high vowel occupies an open syllable in the weak position of the foot. A word such as \text{scipu} contains two light syllables and therefore only two moras, so that the high vowel 'is required to form the strong branch' of the foot, and is not subject to deletion, as shown in (98a). Forms which do allow deletion, such as those in (98b, c), already have two moras in the strong branch, and so High Vowel Deletion is free to apply:

(98) a. \( \begin{array}{c}
\times \\
\times \\
\times \\
\end{array} \)
    b. \( \begin{array}{c}
\times \\
\times \\
\times \\
\end{array} \begin{array}{c}
\times \\
\times \\
\end{array} \)
    c. \( \begin{array}{c}
\times \\
\times \\
\times \\
\end{array} \begin{array}{c}
\times \\
\times \\
\end{array} \begin{array}{c}
\times \\
\times \\
\end{array} \)

\[\text{sci pu} \ \text{wo rd u} \ \text{fæ reld u} \]

However, Hayes (1995: 307) observes: 'Much recent theorizing in generative grammar focuses on the idea of locality: we obtain interesting and valid predictions by constraining rules to apply within bounded domains. In phonology, the principle of locality often takes the form of limiting what can be counted: a reasonable conjecture is that phonological rules can count only to two.' In other words, it seems preferable to attempt to analyse systems such
as that of Cayuva in terms of the binary foot inventory already established, rather than introducing dactylic feet, in which the principle of locality is necessarily violated, and whose presence in our inventory would lead to an enormous expansion in the generative capacity of the model.

Hayes reanalyses the apparently ternary system of Cayuva in terms of syllabic trochees by appealing to the notion of weak local parsing. Whereas unmarked systems parse sequences into feet by simply moving from a parsed sequence to the immediately adjacent syllable, weak local parsing skips over a syllable after a foot is assigned. This means that in Cayuva we assign syllabic trochaic feet, with an intervening unparsed syllable between each foot (final syllables are unparsed for reasons of extrametricality; see §4.4.7 below):

\[
\begin{align*}
(99) & \quad \text{a. } (\times .) \quad \text{b. } (\times .) \quad (\times .) \\
& \quad \sigma \sigma \sigma \sigma \quad \sigma \sigma \sigma \sigma \sigma \sigma \sigma \\
& \quad \text{ki hi be re} \quad \text{i ki ta pa re re pe ha} \\
& \quad \text{c. } (\times .) \quad (\times .) \quad (\times .) \\
& \quad \sigma \sigma \sigma \sigma \sigma \sigma \sigma \\
& \quad \text{ľa a di ro bo řu řu ře} \\
\end{align*}
\]

On this analysis, then, ternary feet do not form part of the inventory of possible feet types.

### 4.4.6 Unbounded feet

In all the systems which we have considered so far, we have found evidence for dividing up the syllables of a word into bounded feet. Such systems typically display an alternating accentual pattern. However, there exist systems in which it seems we can provide a more appropriate analysis in terms of unbounded feet. These are systems in which 'stress can fall an unlimited distance from a boundary or another stress, provided the appropriate conditions are met' (Hayes 1995: 32). Unlike bounded systems, then, accents do not tend to be equidistant from each other throughout the word; rather, we find systems such as that of Classical Arabic in (100) (from McCarthy 1979: 460):

\[
\begin{align*}
(100) & \quad \text{a. } \text{ki'tašun} \quad \text{manaa'diišu} \quad \text{'book (nom sg)'} \\
& \quad \text{ju'färikku} \quad \text{kerčshīfs (nom)} \\
& \quad \text{b. } \text{mamlaššu} \quad \text{katāba} \quad \text{he participates'} \\
& \quad \text{bašlaššu} \quad \text{he wrote' } \text{he wrote} \\
& \quad \text{bašlaššu} \quad \text{date (nom sg)}' \\
\end{align*}
\]

Accentuation in this system is determined by two rules, given by McCarthy as (101):

\[
(101) \quad \begin{array}{ll}
\text{a. } & \text{Stress the rightmost non-final heavy syllable.} \\
\text{b. } & \text{Otherwise stress the first syllable.}
\end{array}
\]

Such a pattern is typical of unbounded systems. Two principles are involved; one which assigns the accent to a heavy syllable at a word-edge, and another which operates in the absence of a heavy syllable, which assigns the accent to some other word-edge syllable. The two principles may or may not target the same word-edge. In the Classical Arabic example in (100), opposite word-edges are selected, but Hayes (1995: §7.2) shows that all combinations are found. Thus Aguacatec, a Mayan language spoken in Guatemala, has the system in (102):

\[
(102) \quad \begin{array}{ll}
\text{a. } & \text{Stress the rightmost heavy syllable.} \\
\text{b. } & \text{Otherwise stress the final syllable.}
\end{array}
\]

This is illustrated by the forms in (103) (from McArthur and McArthur 1956; heavy syllables are those with a long vowel):

\[
(103) \quad \begin{array}{ll}
\text{a. } & \text{hàlú? \quad 'today'} \quad \text{ʔešq'um \quad 'carrier'} \\
& \text{ʔešq'um \quad 'carrier'} \\
\text{b. } & \text{q'us'q'uh \quad 'delicious'} \quad \text{k'óblí \quad 'seat'} \\
& \text{k'óblí \quad 'seat'}
\end{array}
\]

Amele, a Gum language spoken in Papua New Guinea, shows the same pattern as Aguacatec, but selects the opposite word-edge for both parameters, as shown by the data in (104) (from Roberts 1987: 358; heavy syllables are closed):

\[
(104) \quad \begin{array}{ll}
\text{a. } & \text{du'ën \quad 'cold'} \quad \text{gádòloh \quad 'edge'} \\
& \text{gádòloh \quad 'edge'} \\
\text{b. } & \text{'mela \quad 'chicken'} \quad \text{ńfulu \quad 'species of beetle'} \\
& \text{ńfulu \quad 'species of beetle'}
\end{array}
\]

Hayes (1995: 297) cites Kwakwala as an example of a language with the fourth possibility; i.e. accent on the first heavy syllable, otherwise on the final syllable.

Instead of approaching the systems discussed here in terms of unbounded foot structure, we might adopt the point of view that these languages have no foot structure at all, thereby allowing us to claim that feet are maximally binary. In such languages, word accent must be derived solely from weight.

---

24 We ignore here 'superheavy' final syllables, which attract accent.
such that the leftmost or rightmost heavy syllable is assigned the word accent. In a word which has no heavy syllables, accent is assigned by default, usually to the first or last syllable within the word. There are four possible patterns: (i) rightmost heavy, default left (i.e. the final heavy syllable is accented, but if there is no heavy syllable in the word, accent falls on the initial syllable); (ii) rightmost heavy, default right; (iii) leftmost heavy, default left; (iv) leftmost heavy, default right (see Hayes 1995: 296–297; Goldsmith 1990: 180ff.). There are also languages with unbounded feet in which accent is assigned lexically, rather than by, for example, syllable weight. When two accented morphemes combine, factors such as the above also come into play, so that either the rightmost or the leftmost lexical accent is selected as the word accent. If neither morpheme is lexically accented, then a default rule will assign word accent to the leftmost or rightmost syllable, so that four patterns are again possible (see van der Hulst 1997, and cf. our discussion of Russian in §4.3).

4.4.7 Extrametricality

In §4.4.5 we examined evidence which showed that apparently ternary feet could be reanalysed by what Hayes terms ‘weak local parsing’. In effect, in languages in which accent falls on every third syllable, a polysyllabic sequence was analysed as (σ σ) σ (σ σ) σ (σ σ) σ, so that between each binary trochaic foot a syllable was left unparsed. However, the final syllable in such sequences is not subject to weak local parsing, as it is not intermediate between two accents. If we are to maintain the claim that there are no dactylic, i.e. ternary, feet, we must provide an account of the status of such final syllables.

At first sight, there appear to be many languages which have a simple rule which assigns primary accent to the antepenultimate syllable. We might therefore argue that in these cases accent location is the result of assigning a ternary foot at the right edge of the word, as in (105):

(105) ... (x ...) σ σ σ σ σ σ

However, a closer look at such systems suggests that, as before, it is not appropriate to postulate such dactylic feet. Accent assignment patterns such as that in (106) are frequently encountered:

(106) Primary accent falls on the penultimate syllable if it is heavy; otherwise it falls on the antepenultimate.

This is largely the system of Classical Latin, in which main stress never falls on the final syllable, whether it is heavy or light. In other words, it is simply ignored, so that syllables which ‘do not count’ in the assignment of stress are considered to be extrametrical. This is illustrated in (107), for the words amicus [aˈmiːkəs] ‘friend’, tenebrae [ˈtenebriː] ‘darkness’, domesticus [doˈmɛstɪkʊs] ‘domestic’ (adapted from Hayes 1995: 92); heavy rhymes are VC and VV. Like extrasyllabicity in §3.4.4 (see also below), extrametricality is indicated by angle brackets:

(107) a. (x) σ σ <♂> b. (x) σ σ <♂> c. (x) σ σ σ <♂>
    a. mi kus te ne bre: do mes ti kus

The final syllable plays no part in accent assignment, which creates trochees from right to left.

In the examples in (107), the final syllable is made extrametrical. There is ample evidence that other types of units can be ignored in the application of rules, and therefore must be made extrametrical. Thus we saw in §3.8 that a consonant in the rhyme of a word-final syllable is often ignored for the purposes of computing syllable weight. In general, for a word-final syllable to count as heavy in a particular language, it often has to be heavier than a non-final syllable. For example, in a language in which a VC rhyme is heavy, a word-final VC rhyme may count as light. In this respect, consider the English nouns in (108):

(108) a. V<> b. VVC<> c. VV<> algebra agenda arena

Accent placement in these nouns is subject to the extrametricality parameter in (109), so that accent falls on the penultimate syllable if it is heavy (i.e. in English VC or VV), and otherwise on the antepenult:

(109) Extrametricality parameter
    Ignore the final syllable (nouns)

Observe now that the rule governing accent placement in these nouns appears to be similar to that for the verbs considered in §3.8, and repeated as (110):

(110) a. VC b. VCC c. VVC
    astonish collapse maintain

Here the final syllable is not declared extrametrical, and is therefore available for accentuation. This means that in (110) accent should fall on the final syllable if its rhyme is heavy, and on the penultimate otherwise. At first sight, though, all the verbs in (110) appear to have final syllables in which the rhyme is heavy or indeed superheavy. However, as we saw briefly in §3.8, the generalisation can be maintained if the final consonant of the verbs is
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considered extrasyllabic (or indeed to be the onset of a following syllable), as in (111):

\[(111) \quad \text{a. } \ldots \text{V} \langle \text{C} \rangle \quad \text{b. } \ldots \text{VC} \langle \text{C} \rangle \quad \text{c. } \ldots \text{VV} \langle \text{C} \rangle\]

astonish  collapse  maintain

Now we have the familiar distinction between V (light) and VC/VV (heavy), and the rule applies as expected.

Consonant extrasyllability and syllable extrametricality are instantiations of the more general phenomenon of constituent extrametricality, which Hayes (1995: 57) suggests may be extended to other constituents, such as the foot or the phonological word. As Vergnaud and Halle (1978) point out, extrametricality is a parametric option in accentual patterns. Furthermore, it is generally restricted to peripheral constituents, i.e. those which occur at the edge of some domain; Hayes claims that the ‘unmarked edge for extrametricality is the right edge’, as in the cases we have examined so far.

The accentual system of English shows a number of parallels with that of Latin. Consider again some of the English data introduced in §3.8. The appropriate settings for the parameters in (71) will yield the word trees in (112) for astonish, collapse and maintain, respectively:

\[(112) \quad \text{a. } (\times \cdot) \quad \text{b. } (\times) \quad \text{c. } (\times)(\times)\]

\[
\begin{align*}
\text{astonish} & : \text{\textdegree} \text{\textdegree} \text{\textdegree} \\
\text{collapse} & : \text{\textdegree} \text{\textdegree} \text{\textdegree} \\
\text{maintain} & : \text{\textdegree} \text{\textdegree} \text{\textdegree}
\end{align*}
\]

\[\text{\textdegree} \text{\textdegree} \text{\textdegree} <\text{\textdegree}> \quad \text{\textdegree} \text{\textdegree} \text{\textdegree} <\text{\textdegree}> \quad \text{\textdegree} \text{\textdegree} \text{\textdegree} <\text{\textdegree}>
\]

\[\text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree}
\]

\[\text{\textdegree} \text{\textdegree} \text{\textdegree} <\text{\textdegree}> \quad \text{\textdegree} \text{\textdegree} \text{\textdegree} <\text{\textdegree}> \quad \text{\textdegree} \text{\textdegree} \text{\textdegree} <\text{\textdegree}>
\]

\[\text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree}
\]

Exactly the same parameter settings apply to generate the stress patterns of nouns such as algebra, agenda and arena, provided that we ignore the final syllable, rather than just the final consonant:

\[(113) \quad \text{a. } (\times \cdot) \quad \text{b. } (\times) \quad \text{c. } (\times)(\times)\]

\[
\begin{align*}
\text{algebra} & : \text{\textdegree} \text{\textdegree} \text{\textdegree} <\text{\textdegree}> \\
\text{agenda} & : \text{\textdegree} \text{\textdegree} \text{\textdegree} <\text{\textdegree}> \\
\text{arena} & : \text{\textdegree} \text{\textdegree} \text{\textdegree} <\text{\textdegree}>
\end{align*}
\]

The final syllable in the examples in (113), then, is extrametrical, and is ignored by virtue of the appropriate setting of the extrametricality parameter. Extrametricality, then, applied to word accentual patterns, offers a means of placing an accent three syllables away from the edge, while maintaining an analysis in terms of binary feet. Thus (105), the characterisation of antepenultimate accent, can better be represented as (114):

\[(114) \quad (\times \cdot)\]

\[
\text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} <\text{\textdegree}>
\]

Notice finally that under certain circumstances, only particular types of syllable may be considered extrametrical for some process. In Dutch, for example, trisyllabic words with a final heavy syllable have regular antepenultimate accent (van der Hulst 1984; Kager et al. 1985): 'albatros' 'albatross', 'horizon' 'horizon', 'hospita' 'landlady', 'pagina' 'page'. In these cases, then, it might be argued that the final syllable is extrametrical (but see the discussion in the next section). However, other trisyllabic words do not regularly have antepenultimate stress, e.g. 'ballade' 'ballad', with a final light syllable, and 'kaptain' 'captain', with a final superheavy syllable. Thus, the light syllable in (115b) and the superheavy syllable in (115c) are not extrametrical, unlike the heavy one in (115a):

\[(115) \quad \text{a. } (\times \cdot) \quad \text{b. } (\times \cdot) \quad \text{c. } (\times \cdot)(\times)
\]

\[
\begin{align*}
\text{pa: \textdegree} \text{\textdegree} \text{\textdegree} \text{\textdegree} & <\text{\textdegree}> \\
\text{ba: \textdegree} \text{\textdegree} \text{\textdegree} & <\text{\textdegree}>
\end{align*}
\]

\[\text{ka: \textdegree} \text{\textdegree} \text{\textdegree} <\text{\textdegree}>
\]

(where \textdegree represents a superheavy syllable).

4.5 English and Dutch compared

We conclude this chapter with a brief examination of two systems of word accentuation which can be shown to be very similar in terms of the parameters which they select, even though the patterns which we encounter appear superficially to be very different. We base this on Trommelen and Zonneveld (1999: §§8.1.1–2), which is part of the general account of accentual systems in van der Hulst (1999), but we do not follow their analysis in all aspects.

Trommelen and Zonneveld give the following list of English and Dutch cognates:

\[(116) \quad \text{English} \quad \text{Dutch} \]

\[
\begin{array}{ll}
\text{a. family} & \text{[\textdegree\textdegree]} \\
\text{Goliath} & \text{[\textdegree\textdegree\textdegree]} \\
\text{balance} & \text{[\textdegree\textdegree\textdegree]} \\
\text{president} & \text{[\textdegree\textdegree\textdegree]} \\
\text{antecedent} & \text{[\textdegree\textdegree\textdegree]} \\
\text{b. libido} & \text{[\textdegree\textdegree\textdegree]} \\
\text{violet} & \text{[\textdegree\textdegree\textdegree]}
\end{array}
\]

In each of these pairs, the primary accent falls on different syllables in the two languages. Nevertheless, Trommelen and Zonneveld argue, the set of parameters assigning accent is identical, although, as we shall see, there are many differences of detail:

\[(117) \quad \text{a. } \text{final extrametricality: yes} \\
\text{b. } \text{foot structure: bounded, LH, R→L, weight-sensitive} \\
\text{c. } \text{word structure: RH}
\]
Given these parameter settings, accent assignment to the English forms in (116) is straightforward, and proceeds in the same way as the forms considered in §4.4.6. In all cases, the final syllable is ignored (by (117a)). Weight-sensitive feet are constructed, starting from the right; the left branch of a binary foot is the head. The rightmost foot-head is selected as the head of the word, as shown in (118) for antecedent:

\[(\_ \times)\]
\[(\_ \times)\]
\[\delta \delta \delta \delta <\delta>\]
\[\text{an to sit diant}\]

The two systems differ in two important respects. The first concerns the definition of syllable weight. For English, VV and VC rhymes are heavy and V rhymes are light; Dutch is similar, but, as we saw in §3.4.1, differs in treating VV rhymes as light, as is evidenced by the accentual patterns in (119), from Trommelen and Zonneveld (1999: §8.1.2.2):

(119) a. elektron [e'lektron] ‘electron’
Agamennon [a'gar:menon] ‘Agamennon’
rododendron [rodo'dendron] ‘rododendron’

b. alfabet [a'lafabet] ‘alphabet’
Pythagoras [pi'ta:jgaras] ‘Pythagoras’
Jeruzalem [jeru'za:lem] ‘Jerusalem’

In (119a) the penultimate rhyme is VC, and therefore heavy; in (119b) it is VV, and behaves as light in rejecting accent.

In all the cases in (119), it looks as if the final VC syllable is extrametrical, as we suggested in the previous section. This is supported by the forms in (120), with a VC penult and a VV final syllable, with penultimate accent:

(120) Toronto [to'ronto:] ‘Toronto’
Casablanca [ka'sa'blanka] ‘Casablanca’
influenza [influ'en:za] ‘influenza’

However, the forms in (120) are in fact neutral between an analysis in which the final syllable is treated as extrametrical and one in which the final two syllables are considered to form a binary left-headed foot, on the assumption that VV syllables are light. That this is not a trivial point is demonstrated by the two sets of words in (121), both of which end in two open syllables. Those in (121a), with penultimate accent, represent the regular pattern for Dutch words of this type; those in (121b), with ante_penultimate accent, the irregular, but quite common, pattern:

(121) a. familie [famili] ‘family’
pijama [pi'ja:ma:] ‘pajamas’
macaroni [markaroni] ‘macaroni’
hypotenusa [hipote:ni'zusa] ‘hypotenuse’

b. libido [libido] ‘libido’
tombola [tombola] ‘tombola’
Amerika [amerika] ‘America’
Paramaribo [para:maribo] ‘Paramaribo’

Given that (121a) represents the regular pattern, and that the forms in (119) appear to provide evidence that VV is light in Dutch, an analysis in terms of final extrametricality would seem inappropriate. Such an analysis would give the following structure for familie:

(122) \[(\_ \times)\]
\[\delta \delta \delta \delta \delta<\delta>\]
\[\text{fa: mi: li}\]

This would incorrectly yield accent on the antepenultimate, which is the irregular pattern instantiated in (121b). Rather, a footing algorithm which treats the final two syllables of familie as a foot, as in (123), seems preferable:

(123) \[(\_ \times)\]
\[\delta \delta \delta \delta \delta \delta \delta \delta\]
\[\text{fa: mi: li}\]

How can we arrive at the structure in (123)? Let us assume that the regular patterns of Dutch do not form extrametricality. Rather, a final VC syllable, which, recall, is heavy, will form a foot, while a light VV syllable does not. This gives the footing in (124):

(124) a. ...VV.VV  b. ...VC.VV  c. ...VC.VC  d. ...VV.VC
\[(\_ \times)\] \[(\_ \times)\] \[(\_ \times)\] \[(\_ \times)\]
\[\delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \delta \ delta: elektro: alfa: bet

On this analysis, final heavy syllables form feet, while final light syllables do not. This in turn means that the parameter in (117c) (word structure: RH) must be modified. Following the ideas outlined in van der Hulst (1984: ch. 5), we assume the following formulation:

(125) word structure: RH iff the final foot branches; otherwise LH

This modification is required to prevent forms such as elektron and alfabet from being assigned final accent, while still allowing the final foot of e.g. karbo' nade ‘chop’ to take accent.
Because the final foot of karbonade contains two syllables, and is therefore
branching, it takes primary accent. There are two other circumstances under which primary accent falls on the
final foot. The first involves final superheavy syllables, already discussed in §4.4.7. These are invariably accented, as shown in (127):

(127) kapitein [kapit'itn] ‘captain’
abrikoos [aбрик'ос] ‘apricot’
ledikant [леди'кант] ‘bedstead’

Clearly, (125) would fail to assign accent to the final foot, which is non-
branching. We could generate the correct accentual pattern simply by stipula-
ting that a final foot formed by a superheavy syllable is accented, but this
would be unfortunate; it seems reasonable to assume that their ability to be
accented is a product of the fact that they are inherently heavier than other
syllables. In a mora-based analysis (cf. the discussion in §3.5), a superheavy
syllable would contain more moras than a heavy syllable, and might there-
fore be interpretable as equivalent to a sequence of two ‘normal’ syllables.
Here we follow the proposals of Langeweg (1988) and Zonneveld (1993),
who suggest that superheavy syllables are underlyingly disyllabic, with the
second syllable containing an empty nucleus. Thus a foot containing a
superheavy syllable is branching, as shown in (128):

(128) a. (x ) b. (x ) c. (x )
   (x ) (x ) 
   (x ) (x )
   a: brik ko: sθ
d: di' kon tθ

This account, reminiscent of aspects of the theory of government phonology
discussed in §3.8, thus treats words with final superheavies as having the
same structure as, for example, karbonade, with the only difference lying in
whether the final nucleus is realised or not.

This account, as we have noted, is to be preferred to one in which final
superheavies are simply stipulated as being accented, in that it attributes their

4.6 Summary

The structure of the final syllable is no different from regular cases such as
alfabet, with antepenultimate accent, and so it seems that the forms in
(129) must simply be lexically marked as taking primary accent on the final
syllable.

We return now to the irregular forms in (121b), such as libido and tombola,
with antepenultimate instead of the expected penultimate accent. In these
cases it seems that an appeal to extrametricality is appropriate; the final
syllable must be lexically specified as being extrametrical, so that the penult-
imate light syllable will be footed with the antepenult:

(130) a. (x ) b. (x )
   (x ) (x ) 
   a: mei ri: ka:

The analysis of Dutch which we have given, then, involves the following
parameter setting (cf. the setting for English in (117)):

(131) a. final extrametricality: no (except lexically)
b. foot structure: bounded, LH, R→L, weight-sensitive
c. word structure: RH if the final foot branches; otherwise
   LH

4.6 Summary

In this final chapter we have examined the prosodic structure of the ‘word’
above the level of the syllable, and we have shown that syllables can be
grouped into feet, which, in turn, form the (phonological) word. The chief
exponent of the prosodic organisation of syllables into feet and words is
accent or stress. In §4.1 we discussed the concept of word accent and its
relation to intonation, while §4.2 introduced the notion of the foot. In §4.3
we considered the ways in which accent systems can vary, in particular in
terms of the predictability of accent location, both primary and non-primary.
§4.4 was concerned with the typology of feet found in the languages of the
world, couched within the approach to phonological structure known as
metrical phonology. The development of this typology allowed us to provide
a comparative analysis of word accent in English and Dutch in §4.5.
4.7 Epilogue: levels and derivations

In this book we have been concerned with theories of phonological representation. As we noted in the preface, this is only one aspect of phonological theory in general. A theory of phonology can be seen as comprising three parts (cf. Goldsmith 1993): a theory of levels (e.g. lexical, phonological, phonetic), a theory of representations (for each level) and a theory of the relationship or mapping between levels.

In SPE, there was a clear distinction between what was often called the lexical and the phonological levels. The former contained unspecified features, as well as features marked with 'm' and 'u' or with '+' and '−'. Features at the phonological level had to be fully specified, in terms of '+' and '−' values only (cf. Kaye 1995). In this book we have assumed that there is no real distinction between the lexical and the phonological levels, and have made no distinction between rules that fill in feature-values or unary features and rules that modify the representation. Thus we assume that there is a single phonological input level, which reflects the consequences of setting parameters on units and on the ways in which they can combine at each phonological layer in the hierarchy. This level is affected by a set of rules that fill in, spread and remove feature-values. The phonological operations are sometimes stated as language-specific rules, while in other cases they follow from universal conventions, possibly in response to parameter settings. This view creates a distinction between an initial or phonological input level and a final or output level. The need for performing phonological operations that create this distinction comes from the idea that the initial phonological level abstracts away from redundancy (properties that are predictable, such as the scope or presence of a feature) and from productive allomorphic alternations (positing an invariant input that loses or acquires certain features in certain contexts).

In SPE, the operations (phonological rules) were extrinsically ordered. Extrinsic rule ordering creates intermediate levels between the input and output levels. Furthermore, this theory claims that the input and the intermediate levels differ in kind from the output level referring to the former as phonological and the latter as phonetic. In fact, it is claimed that the phonetic representations are different in kind, in that they allow the scalar specification of certain features (cf. Kaye 1995).

In our exposition we have not mentioned cases of extrinsic ordering of phonological rules or operations. Although the issue has not been addressed explicitly, we believe, in common with most current theorists, that extrinsic ordering is not necessary in phonology. Thus we do not envisage intermediate levels. Furthermore, we have not adopted the point of view that the final or output level is in any sense less phonological than the initial or input level. Rather, we have assumed that the output level of phonology is not different in kind from the input level.

In fact, since there is no difference in kind between input and output, we prefer to refer to the input and output 'levels' as 'representations characterising a single level', i.e. the phonological level. We prefer to reserve the term 'level' for representations (or sets of representations) which differ in their representational vocabulary. Thus we might identify the phonological level, the phonetic level, the morphological (or morpho-syntactic) level and other possible levels outside the domain of phonology.

The phonological output representation should contain all information necessary to derive a phonetic interpretation, but the nature of the resulting phonetic level (however it is represented in a particular model) has not been our consideration, nor has been the mapping between the phonological and the phonetic levels. This mapping is not a trivial matter, however, because the phonological level is qualitatively distinct from the phonetic level, in the sense that the latter is a direct representation of articulatory or acoustic events. With this understanding of the relationship between the phonological and the phonetic levels, we have in this book been considering the nature of representations at the phonological level, and have drawn a distinction between an input and output representation, the latter resulting from the application of an unordered set of phonological operations or rules.

The relation between input and output representation at the phonological level can be seen as a function F, which maps one representation onto the other. If we disregard the fact that in SPE the input and output levels were assumed to be different in kind (cf. above), we can say that in this model the mapping function F was an ordered set of rules. In our book the content of this function F is an unordered set of rules and conventions. Other views are possible and one, developed in Optimality Theory (OT; see for an introduction Kager 1999) has become very influential in recent times. Instead of rules which modify an input representation, OT proposes that the correct output for any input is selected from an infinite set of possible outputs, by an extrinsically ordered set of universal constraints.

In our view, the central claim of OT is largely orthogonal to the issues of levels and representations which we have discussed in this book. However, some optimality theorists would disagree, claiming that OT does not need a theory of representations or parameters to account for cross-linguistic differences. Rather, to exclude output 'candidates' with representations that contain combinations of phonological entities which are never found in languages, OT postulates a set of universally highly ranked constraints, which in
effect characterise the set of possible phonological representations. Generally, though, these constraints are not spelled out. In practice, it seems to us that OT analyses make implicit assumptions about the structure of phonological representations which are drawn from the repertoire of views such as those that we have discussed in this book. What remains as a more crucial difference between the view taken in this book and OT lies in the treatment of the kind of cross-linguistic differences that we have called parametric. OT replaces parameter setting by constraint ranking. The typical OT constraint in some sense functions as a ‘unary parameter’, which cannot be turned off, but instead must be dominated by another unary constraint, whose effect is to make the original constraint inapplicable.

We believe, then, that any phonological theory must have a coherent view of phonological representation. We hope that we have persuaded the reader of this book that this is indeed so, and that we have succeeded in showing that the phonological structure of the word remains a fertile area for the formulation of theories of phonological representation.

### 4.8 Further reading


On foot typeology and related matters (§§4.4.3–4.4.7), see many of the above references, as well as Hayes (1982), Archangeli (1988b), Lahiri and van der Hulst (1988), Halle et al. (1993) and Mester (1994).


For an account of accent within a historical context, see Salmons (1992). See also Lahiri et al. (1999). Some of the papers in Archibald (1997) deal with the acquisition of accent. See also Fikkert (1994), and, for a general account of acquisition, Jusczyk (1997).
Appendix

THE INTERNATIONAL PHONETIC ALPHABET (revised to 1993, updated 1996)

<table>
<thead>
<tr>
<th>Consonants (Pulmonic)</th>
<th>Vowels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pharyngeal:</td>
<td></td>
</tr>
<tr>
<td>[b]</td>
<td>[b]</td>
</tr>
<tr>
<td>[d]</td>
<td>[d]</td>
</tr>
<tr>
<td>[ɡ]</td>
<td>[ɡ]</td>
</tr>
<tr>
<td>[θ]</td>
<td>[θ]</td>
</tr>
<tr>
<td>[ʃ]</td>
<td>[ʃ]</td>
</tr>
<tr>
<td>[ʒ]</td>
<td>[ʒ]</td>
</tr>
<tr>
<td>[t]</td>
<td>[t]</td>
</tr>
<tr>
<td>[k]</td>
<td>[k]</td>
</tr>
<tr>
<td>[p]</td>
<td>[p]</td>
</tr>
<tr>
<td>[f]</td>
<td>[f]</td>
</tr>
<tr>
<td>[v]</td>
<td>[v]</td>
</tr>
<tr>
<td>[m]</td>
<td>[m]</td>
</tr>
<tr>
<td>[n]</td>
<td>[n]</td>
</tr>
<tr>
<td>[t̚]</td>
<td></td>
</tr>
<tr>
<td>[k̚]</td>
<td></td>
</tr>
<tr>
<td>[p̚]</td>
<td></td>
</tr>
<tr>
<td>[b̚]</td>
<td></td>
</tr>
<tr>
<td>[f̚]</td>
<td></td>
</tr>
<tr>
<td>[v̚]</td>
<td></td>
</tr>
<tr>
<td>[m̚]</td>
<td></td>
</tr>
<tr>
<td>[n̚]</td>
<td></td>
</tr>
</tbody>
</table>

Where symbols appear in pairs, the one to the right represents a voiced consonant. Shaded areas denote articulations judged impossible.

Consonants (Non-Pulmonic)

<table>
<thead>
<tr>
<th>Voiceless</th>
<th>Voiced Implosives</th>
<th>Elastic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plosives</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[b]</td>
<td>[b]</td>
<td>[b]</td>
</tr>
<tr>
<td>[d]</td>
<td>[d]</td>
<td>[d]</td>
</tr>
<tr>
<td>[ɡ]</td>
<td>[ɡ]</td>
<td>[ɡ]</td>
</tr>
<tr>
<td>[θ]</td>
<td>[θ]</td>
<td>[θ]</td>
</tr>
<tr>
<td>[ʃ]</td>
<td>[ʃ]</td>
<td>[ʃ]</td>
</tr>
<tr>
<td>[ʒ]</td>
<td>[ʒ]</td>
<td>[ʒ]</td>
</tr>
<tr>
<td>[t]</td>
<td>[t]</td>
<td>[t]</td>
</tr>
<tr>
<td>[k]</td>
<td>[k]</td>
<td>[k]</td>
</tr>
<tr>
<td>[p]</td>
<td>[p]</td>
<td>[p]</td>
</tr>
<tr>
<td>[f]</td>
<td>[f]</td>
<td>[f]</td>
</tr>
<tr>
<td>[v]</td>
<td>[v]</td>
<td>[v]</td>
</tr>
<tr>
<td>[m]</td>
<td>[m]</td>
<td>[m]</td>
</tr>
<tr>
<td>[n]</td>
<td>[n]</td>
<td>[n]</td>
</tr>
</tbody>
</table>

Other Symbols

| Voiced labiodental fricative | [z]              |
| Voiced labial-alveolar fricative | [ʃ]              |
| Voiced alveolar fricative | [ʃ]              |
| Voiceless labiodental fricative | [z]              |
| Voiceless labial-alveolar fricative | [ʃ]              |
| Voiceless alveolar fricative | [ʃ]              |

Vowels

<table>
<thead>
<tr>
<th>Front</th>
<th>Central</th>
<th>Back</th>
</tr>
</thead>
<tbody>
<tr>
<td>Close-mid</td>
<td>Close</td>
<td>Open</td>
</tr>
<tr>
<td>Close-mid</td>
<td>Close</td>
<td>Open</td>
</tr>
</tbody>
</table>

Suprasegmentals

<table>
<thead>
<tr>
<th>Primary stress</th>
<th>Secondary stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long</td>
<td>Short</td>
</tr>
<tr>
<td>Narrow</td>
<td>Wide</td>
</tr>
<tr>
<td>Envelope</td>
<td>Minor (Front group)</td>
</tr>
<tr>
<td>Major (Anterior group)</td>
<td></td>
</tr>
<tr>
<td>Syllabic locus</td>
<td>Lateral release</td>
</tr>
<tr>
<td>Linking (atavism)</td>
<td></td>
</tr>
</tbody>
</table>

Tones and Word Accents

<table>
<thead>
<tr>
<th>Tone</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>Rising</td>
</tr>
<tr>
<td>Low</td>
<td>Falling</td>
</tr>
</tbody>
</table>
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