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Segments

1.1 Introduction

The fact that words, or more generally stretches of speech, can be divided
up into individual segments, or speech-sounds, is familiar to speakers of
languages. Thus speakers of English will generally agree that the word bar
consists of the three sounds “b’, ‘a’ and ‘t’. They will further agree that the
spelling system of English, i.e. its orthography, does not correspond in a one-
to-one fashion to the ‘sounds’ of the language, so that a word such as thateh,
although made up of six distinct orthographic symbols, contains only three,
or perhaps four, sounds: ‘th’, ‘a” and ‘tch’ (or perhaps ‘t" and ‘ch’). This
discrepancy means that phoneticians and phonologists require a system of
transcription for the units of sound analogous to, but different from, that for
the units of spelling. Various such systems have been proposed, and are
familiar to the user of any dictionary giving the ‘pronunciation’ of the words
of a language. In this book we will generally use the transcription system of
the International Phonetic Association (IPA; see Appendix).

The transcription of the sounds of a word is not an entirely straightforward
undertaking, and raises interesting theoretical questions in phonology. Thus
the transcription of the English word thateh requires a decision (implicit or
explicit) on the part of the compiler of the system as to whether the sequence
tch represents two sounds, or phonological segments (specifically the two sounds
found at the beginning of English tore toy/ and shore [[0:)," or whether it is
to be treated as a single sound, normally referred to as an affricate. In sys-
tems based on the [PA alphabet, the first option is taken, so that chore is
represented phonemically as /tfo:f and tharch as /O=tfl, with ¢h or tch being

! In this book we will in general transeribe English words i the form in which they are realised in RP
{Received Pronunciation), the prestige accent of British English. This is a matter of convenience; we
are not thereby implying that RP has in any sense a privileged status in terms of its linguistic proper-
ties. We wiil, however, frequently consider other varieties where necessary; in particular we wilf have
aceaston to examine data from rhotic dialects, Le. dialects in which postvocalic /rf is pronounced. RP is
non-rhotic, as evidenced by the realisations /toi/ and [[oi/ for fore and shore; cormpare the pronuncia-
tions ftoif and o/ (or ftotlf and fo11) in a rhotic dialect such as Scots English.
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represented as a sequence of /t/ and [ff (although the claim that /t/ and {ff are
more closely related than a normal pair of segments can be indicated by the
use of a ligature, as in /6=t/, or, more commonly, by combining the two
symbols, as in /0xf/). In North American systems, however, such ortho-
graphic sequences are generally treated unambiguously as single segments, so
that we find transcriptions such as /8zd/.

Notice that the concept of affricate illustrates not only that the relationship
between sound and spelling is not entirely straightforward, but also, and
perhaps more obviously of relevance for the phanologist, that the relation-
ship between ‘phonetic’ and ‘phonological’ representation is also a matter of
analysis. From a purely phonetic point of view, the nature of the relationship
between the stop and the fricative in the final cluster of English thateh does
not seem markedly different from that between the stop and the fricative in
the final cluster of Aazs: in both cases we have a phonetic sequence of stop +
fricative, [tf] and [ts], respectively (we adopt the usual convention of giving
phonetic representations in square brackets, and phonological ones between
slant brackets; the line under {t] in [tf] denotes retraction of the articulation,
in this case to the postalveolar place of articulation of the {f1). However,
while the z¢h sequence is commonly treated as an affricate in phonological
analysis, phonologists do not generally make a similar claim for the fs se-
quence of hais. On the other hand, the phonetically more or less identical
cluster in German Satz [zats] ‘sentence’ is so treated.

The reasons for these differences (which we will not explore in any detail
here) are thus phonological, rather than phonetic, although it is usually claimed
that for something to be considered phonologically an affricate it must in any
case have the phonetic property of homorganicity: i.c. the stop and the fric-
ative must have the same place of articulation, so that [ts] (where both ele-
ments are alveolar) and [tf] (where both elements are postalveolar) are both
conceivable phonological affricates, while a sequence such as [ps] in English
cups would not be. This claim is associated with the fact that it is just these
homorganic sequences which may display a different distribution from ‘normal’
sequences of consonants. Affricates can generally occur both in syliable-
initial position and in syllable-final position in a language, and thus violate
the ‘mirror-image’ constraint on syllable structure.? This constraint states
that a consonant cluster which can be syllable-initial in a fanguage cannot
be syllable-final, while the same cluster with its consonants in reverse order
shows the opposite properties. English is typical in having initiai /kl-/ and
final /-k/ {class, sulk), but not initial */k-/ or final */-k)f within a single

* We consider syllable structure in Chapter 3.
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syllable. - Contrast this with the distribution of affricates: /tf/ can be both
initial and final in English (chip /tfip/ and pitch /pst[l), as can /ts/ in German
(Ziel itsizl/ ‘goal’ and Satz). On the other hand, the English sequence /ts/, like
other stop + fricative sequences (e.g. /ps/, /k;‘f/), occurs only in syHable-final
position (and then almost exclusively as the result of morphological suffixation;
e.g. hats = HAT + PLURAL).?

A full discussion of the status of affricates would take us much further. We
return in §1.4 to the status of segments (or sequences) such as these, which
exemplify the problem of dealing with what have been referred to as ‘com-
plex segments’, and we will see that these phenomena have been the trigger
for a great deal of interesting work in theories dealing with representation in
phonology. Let us first, however, consider a rather more fundamental ques-
tion regarding phonological representation: does the phonological segment
have any internal structure? That is, is there anything which we can say about
the way in which sounds behave by assuming some sort of internal structure
which we could not say by having segments as the smallest phonological units?

1.2 Tvidence for internal structure

It is not difficult to demonstrate that phonological segments in languages can
be grouped together, in the sense that particular sets of segments may undergo
what seems to be the same kind of phonological process. We are assuming
here, fairly non-controversially, that it is reasonable to talk about phone-
logical processes, in which a particular segment, or, more importantly here, a
group of segments, is affected in some way. These may be either ‘events’ in
the history of a language or relationships holding between the most abstract
phonological representation of a segment or group of segments and its sur-
face phonetic realisation.*

One such phonological process is that of nasal place assimilation, whereby
a nasal consonant hag the same place of articulation as a following obstruent
(i.e. a stop, {ricative or affricate). In English, for example, the effects of this
process can be identified in various contexts, as in (1):*

? We indicate morphemes, ie. minimal syntactic units, by the use of small capitals, as here.

" In the context of this book, however, we will beg the question of exactly what is meant by a st{rface
‘phonetic’” represenzation. For practical purposes, the ‘surface’ representasiogs we c'onsider witl be
fairly ‘shallow’ or ‘concrete’ phonslogical representations. Nevertheless, we will contmug to refer to
such representations as phonetic, More generally, as we noted in the Preface, we are assuming a model
of phonology which is essentially derivational, in the traditien of Chomsky and Halle (196.8). We do
not adopt here the constraint-based model of Optimality Theory (see, ¢.g., McCarthy and Prmc»e 1993;
Prince and Smolensky 1993; Kager 1999}, This is 2 matter of convenience, however, as we claim that
much of what we have te say about the phonological representation of words is independent of
whether we adopt a derivational or a constraini-based approach.

* The asterigks in (i¢) denote that a sequence is ill formed.
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(1) a. Edinburgh [embra]
handbook  [hembuk]
b. unpopuiar [ampopjele}

unfair [amgfea]
¢ camber fkembs]  *kanba *kanhs}
canter fkenta] *[kemto] *keeyts]

canker [keenka] *[keemka) *kanka]

(1) shows examples of agreement in place of articulation between the nasal
and the following obstruent. (1a, b} involve optional assimilations, particu-
latly associated with fast-speech situations: realisations such as fedmbara/
and /Anpopisla/, which do not show assimilation, also occur, of course. Those
in (1b) can be analysed motphologically as involving a prefix ending under-
lyingly in the alveolar nasal /n/; €& UN + FATR /an + fes/. This analysis is
supported by the fact that in such cases there are only two possible phonetic
realisations of the nasal in the prefix: either as [n] or as the nasa! which is
homorganic with the following consonant. In addition, if there is no question
of a possible assimilation, as in (2). where the following morpheme begins
with a vowel or //, the only possible realisation is [n]:

(2) unequal [anitkwal]
unhappy [anheapij

The forms in (Ic) demonstrate g general constraint on English intervocalic
clusters (at Jeast those immediately following a stressed vowel within a single
morpheme), which states that a sequence of nasal + stop must be homorganic.
These differ from (la, b), however, in that we are no fonger dealing with
cases in which, say, the labial nasal can be said to be derived from an alveolar
nasal, as in [embra] or [Ampppiala) ~ there is no possibility of camber or
canker occurring with /n/, as in *fkenba)] or *[kenks}, and there is no internal
morphological structure which would lead us to suspect that these words
have some kind of prefix can-.

Thus the process of nasal place assimilation is instantiated in VRFIOUS ways
in English, and indeed in many other langnages. However, our concerns here
are not primarily with the status of the various different types of examples in
the phonology of English; rather they focus on the characterisation of this
type of process. In other words, how can we formalise the constraint repre-
sented in various ways by the data in (1)? Let us consider first (Ia, b), in which
we see that a cluster of /n/ followed by a stop may become homorganic in
English. If the smallest available phonological units are complete segments,

then we might represent the processes as in (3} (for the sake of simplicity, we
ignore the case of nasals preceding /f/):
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3 a. /- [m]/ __{/p/, /by
b,/ —[n] / __ /X, /gl

We use here a traditional linear type 6f notation for phonological rules:® the
arrow denotes ‘is realised as’; the underlying segment is given in slant brack.ets
and its surface phonetic realisation in square brackets; the horizontal Elr}e
denotes the environment in which the segment affected by the rule occurs, in
this case preceding {/p/, /bf}; and the braces denote a set of segments. (3&?,
then, can be read as: ‘Underlying /n/ is realised as phonetic [m] when it
precedes either /p/ or /bl R

There are various objections which can be raised with respect to the for-
mulations of nasal place assimilation in (3). The common core of these objec-
tions is that the two parts do not loock any more likely to be recurrent
phonological rules than, say, any of the processes in (4), which are not likely
to occur in any language:

4 a o/ —=im)/__ UK, e
b. i/ =i} /__ i/, b/}
c. /ol - P}/ __ (%, A0
d mf={] /gy, dn

Formally, the various rules in (4) are no more or less c?mplex than these' in
(3), which express recurrent processes — surely an undes:r‘ai?le state of a‘ufmrs.
More particularly, the type of formulation in (3) and (4) is inadequate in Fwo
ways. In the first place, the formalism fails to relate the change character;sejd
by a particular rule to the environment in which it occurs. Thus {4a), 1.n
which an alveolar nasal becomes fabial in the environment of velar stops, is
no more difficult to formulate than (3a), in which the same change takes
place in the environment of labial stops. Yet (3a) is a natural process of
assimilation, while (4a) is not. Secondly, the formalism: does not show that
the sets of consonants in the environments in (3a, b) are ones that we would
expect to find triggering the same kind of change, whereas that in (dc), a set
consisting of a voiceless velar stop and a voiced alveolar stop, would be m‘ost
uniikely to be responsible for the change in (4c) (or, indeed, any other assim-
ilation process). Again, though, (4c) is no more difficult to formulate than
any of the other rules in (3) and (4). .

This state of affairs clearly arises because we have neither 1‘solated tl}e
phonetic properties which are shared by the set of segments involved in
the process — nasality in the case of the input and the outp?.lt (wpy sbould
the output of (3a) be [m] rather thaun, say, {1|7); place of articulation in the

¢ See the Preface for a discussion of the difference between finear and non-linear approaches 1o phonox
logical representation.
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case of the output and the environment

phonetic properties of segments which are responsible for their phonol
behavicur, i.e. that phonological segments are not indivisibl
made up of properties, or, as they are usually referred to,

a large extent correspond to the properties familiar from tr
description.

featares, which to

Furthermore, the fact that a change such as (4¢) is an unlikely candidate
for an assimilation rule shows that the class of segments triggering the pro-
¢ess must share a particular property — in the case of (3a), for example, the
property of labiality. A further examination of the phonologies of lang

of the world would quickly show that a class of segments like this forms
is referred to as

nages
what
a natural class, ie. a set of segments which recurrently par-
ticipates as a class in phonological processes, such as the ones sketched above.
Thus a set of segments which shares some phonetic property or combination
of properties, to the exclusion of other sets of segments, forms a natural class.

Let us now identify 2 number of (ad hoc) phonological features which are
relevant here, specifically [nasal), [fabial], [alveolar] and [vela
by convention enclosed in square brackets.)

We can use these features to write a general rule to characterise the assim-
ilation processes illustrated by (3%

4 a [:;Seajlar] — [tabial] / __ [labial]

r]. (Features are

b. inasal
[alveolar} - [velar]/ _ [velar]

However, we can formulate a rather more general statement abont nasal
place assimilation in English, which will also incorporate the data in (1c), in
which there appears to be no reason to derive Im] and [g]

from an underlying
/n/. This general statement about the class of nasals is

given in (6):
(6) a. [nasal] — [labial]/ __ [tabial]l

b.  [nasal] - {alveclar] / __ [alveolar]

¢ [nasal] — [velar] / __ [velar]

(6) successfully shows that the rule is a statement about a particular class
of segments, nasals, characterised by a single feature which serves to distin-
guish the class from any other segments in the Janguage. In other words, only
nasals undergo the processes characterised by the rule, and no other segments
in the language. Furthermore, it shows that the outputs and environments
share a feature, namely the feature characterising place of articulation, which
6

~ nor incorporated them in our
rule. In other words, we have failed to take account of the fact that it is the

ogical
e whoies, but are

aditional phonetic
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i le.
makes just these processes more likely to oceur than those in (4), for example
is a non-arbitrary process, then. | ‘ . -
(G)Examples like these, which are typical of the way n whlch. phc;nzioicii
i i for incorporating featur
te in language, provide evidence
D tosiod is with t f these features, and more
i ipti It is with the nature o R
honological description. ese featl ore
particularly the question of whether they are organised in ax.xy way m‘tlh
pepresentatien of segments, that we will be targely concerned in the remain-
r
er of this chapter. . o
: However, at this point, let us note that the particular formulaktmnd in (6{)
will turn out to be far from adequate on a number of grounds, V.V:l{:l'; o I}GS;
however, affect the validity of the points just made. Let us consider here ju
two of the problems.
(6) appears to consist of three sub-processes, wl?ereals, as :&: havlelisz:z;
imilation i ingle process in English. In traditiona
nasal place assimilation is a sing ‘ i ‘
phonoll)ogy it is usual to ‘collapse’ rules like those in (6), all of which share
the same input, to give (7%

N [labial]/ _ [labial}
{rasal] — { [alveolar]/ . [alveolar]
{velar}/ __ [velar]

The three expressions contained in braces are to be seen as ah‘,ernfatwes;1 ;:;.
nasals are labial before labials, alveolar before alveolars ar_ld velar before w:T ars.
Thus the ‘shared’ part of the rule - the input - is mer%tlloned ?:lt}/hon(z;i e
i that used in (7) still permit the ¢
However, conventions such as o colie
‘ : ies which apparently belong together.
of unrelated rules, as well as ru pelon ciher. Thes
hereby 2 nasal consonant becom
some languages have a rule w B e
i i irated) consonant. In some dialects dic,
preceding a voiceless (asp . . " b vt oyt of
baf ‘cassock’ is realised as [hempal, '
example, hempa Mhemp'a vith devareing o
1 reason why the rule charac g
the /my/. There seems to be no forma ‘ har e
process cannot be collapsed with (7), especially as Icelandic also has na
place assimilation processes:

{8) [labial] / __flabial]
lalveolar} / ___ [alveolar]
[velar]/ . [velar]
[veicelessi/ . [voiceless]

[nasal]
In other words, we have stifl failed to show that the features involved in the

nasal assimilation process, i.e. [labial], {alveolar] and [velar], are related to

H -l 1 q HeH] {EH r Iy er features; we 1gnore
A fuller formulation of the rule in quest would als volve refer ¢ to oth f 5! (£1
this hese, as before.
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each other in some way, ie. that they characterise place of articulation,
whereas [voiceless] is not related to any of the other three in this way.,

A second problem is that, merely by incorporating features in our rules,
rather than the segments of (3) and (4), we have not removed the possibility
of formulating what are sometimes referred to as ‘crazy rules’, Thus (9) is as
easy to formulate as (7):

{alveolar]/ __[velar}

® [tabiall/__ [alveolas]
[nasal} — {
[velar]/ __flabial]

Underlying these criticisms of the formal conventions of linear phonology
is the belief that a phonological theory should be as restrictive as possible, in
the sense that an ideal system should be able to represent only phonologically
natural events and states, and should not be able to characterise unnatural
events such as (4) or (9). This belief underpins many non-linear alternatives to
the formulations above, alternatives which we will begin to consider in §1.4.
For the moment, however, we turn in greater detail to the nature of the
features which will be required in phonology.

1.3 Phonological features

The idea that segments are made up of phonological features has a long
tradition, and received its first comprehensive formalisation in Jakobson
et al. (1951). The most widely known system is that proposed by Chomsky
and Halle (1968; henceforth SPE), which differs from the Jakobsonian model
in a number of respects, most notably in that the later features are based
entirely on articulatory parameters, whereas those of Jakobson ez af. were
defined primarily in terms of acoustic properties. A second important difference
involves the fact that many of the Jakobsonian features were relevant to the
description and characterisation of both vowels and consonants, while the
SPE system used largely separate sets of features, Feature theory is not
unique to linear approaches to phonology; indeed, much work within non-
linear phonology adopts the set of features proposed in the linear framework
of SPE. However, non-linear phonology typically differs from linear accounts
of the segment in incorporating a greater degree of internal structure than a
simple list of features, as we shall demonstrate later in this chapter.

As there is a great deal of discussion of individual features available in the
literature (e.g. Kenstowicz and Kisseberth 1979; Lass 1984a: chs. 5-6; Keating
1988a; Clements and Hume 1995), we shall not atternpt to provide a compre-
hensive account of the features which would be required to characterise the
segments making up the phonological system of English, for example. Rather,
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class of segments, The features characterising a segmen
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vatue {either + or

1.3 Phonological features

t, and
we shall introduce individual features as and when they become relevant,

only provide extensive discussion when‘nece T oo
how features interact in the represeml;a};;pn‘of _,:the segment, & P

on the degree of structure required.

ssary. Here the focus will be on

In the linear model of SPE, segments were viewed as consisting simply of
n

1 unordered list of binary features, which were established on grounds sim-
d.

i i ature to define a natural
i above, i.e. the potential of a fea . !
o t were organised into

_matrix in which the features were simply listed along Wlth.th*&ll’
-) for the segment in question; thus the feature-matrix for

the English vowel /it/, for example, contains the following features, among

others:

{10y [+sonorant |
—consonantal
+continuant
+voice

+high

—low

—hack
I_—round

in whi ¢ internal
Within recent non-linear phonology. mn whwhba more ela;bz;zz 1213 i
i o
i the segment, it has becomne cus
structure has been assigned to e e
i ism t sent the segment. We return in §31.3.
different type of formalism to repre :
135t t;f kind of motivation that can be adduced for sugge.sjmng a grea:;r
dleg‘reﬁ of structure than is embodied in (10}, however, to fac?tat:r’cce);r;}zva
. . . ‘non-ine ]
i : t this point of providing a ‘non
ison, we take the opportumty a : - " eduta
lent of (10), in which all of the features making up the segment are ASSOC

to a single segmental NODE, represented in {11) by **

(i

[+son] [~cons} [+cont] [+voice] L+high] [low] [—back] [-round]

This node is generally referred to as the ROOT NOD}% - §ee §1.‘4. e
In (11), as in (10), the features are unotdered with respect to eac ;

any change in this oxdering (vertical in the case of the featurenr?;trxx 1rel &;L
7 i cas
i i ’ ture ‘tree’ in (11)) does not 1n this
horizontal in the case of the fea _ s ey
i iffer ent fir/. We return in due co
anyihing different from the segm ! . . o
di;erent claims made by the formalisms; in the meantime we devote a

space to the features themselves.
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1.3.1  Major cluss features

The first two features in the matrix in (10} give the ‘major class’ to which the
segment belongs, i.e. vowel: vowels are hon-consonantal and, like liquids (i.e.
{ and r sounds) and nasals, they are sonorant. In the SPE model, sonorancy
was defined in articulatory terms, as involving ‘a vocal tract configuration in
which spontaneous voicing is possible’ (SPE: 302), but an acoustic definition
is equally plausible: sonorant segments have relatively more periodic acoustic
énergy than non-sonorants (cf. Lass [984a: 83). By characterising vowels,
liquids and nasals as sharing the feature-value t+sonorant], of course, we are
making the claim that they form a natural class (cf. §1.2), ie. that there are
phonological processes affecting just this group of segments, and no others,
Equally, by assigning the value [~sonorant] to a particular group of segments
(the class normally referred to as obstruents, made up of stops, fricatives and
affricates), we are claiming that this group too should function as a class, It ig
not difficult to find processes to demonstrate this; thus the class of obstruents
is typically the only class to display ‘final devoicing’ in many languages, as in
various Scottish dialects of English, and Dutch, from which the examples in
(12) are taken:

(12 singular

plural
a b rib? bl frap] ribben  /riban/  [rrbe}
bed ‘bed”  fbed/ [bet] bedden  /bedany/ [beda)
b. lip Clip’ ipd i) fippen fpen!  flipa]
kat  ‘cat’ /kat/  [kat] katter  /katon/ [kats]
nek  ‘neck” /ngk/ [nek} nekken  /nekon/ {nske]
¢ kam ‘comb’ fkam/ kamj kammen /kaman/. fkams}
manr  ‘man’  /man/ Iman] manaen  /manan/  [mana)
ring  ‘ring’  frry/ [rin} ringen frigen/ [
nar  ‘fool’ /nerf [nar] natren  /maren/  [narg)
bel  “belt  /bel [bel] bellen /belon/  [bels]

The obstruents in the singular forms of (12a, b), which are syllable-final,
must be voiceless, irrespective of whether they are voiced (12a) or voiceless
{12b) in other contexts, such as in the plural forms, where they occur inter-
vocalically. Because the obstruents in (12a) are voiced in other contexts, we
assume that they are phonologically, i.e. underlyingly, voiced. In other words,

we ascribe their voicelessness in (12a} to the environment in which they occur,
Le. syllable-final position.®

% Notice that if we had assumed that the obstryents in (12a) were underlyingly voiceless, rather than
voiced, we would not have been able to predict whether they would surface intervocalically as voiced
(as in bedden) or voicelsss {as in katten). However, it should not be thoviht that a state of affajrs in

which an underlying voiceless obstruent becomes voiced intervocalically in 4 language is impossible;
indeed, intervocalic voicing is a very common process.

ic
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i iced in all contexis.
uids and nasals in (12¢), however, remain voiced in a

The & natural

i to th
Thus the rule of final devoicing in Dutch must make reference

: £ as (13):
jass of non-sonorant consonants, and ,_qan’b,e.:_formulated (13)
cle -5an bed

(13) Dutch Final Devoicing
[-son) ~» [~voice] / ... ks
) ilable”).
se 1. to denoie ‘end of sy ; . ol
O eoun ajso ]{;nd cases in Dutch in which j+sonorant] functions az .a r-;nutive
. L. . . '
. ;)antch has a process of diminutive formation in w.hlch ﬂlae l;m puthe
ClafoS. i udded to a noun. The suffix has a number of different allomorphs,
suffix 15 a . 7

illustrated in (34):

diminutive
oo ek ’ nekje {nekjsj
: ne'k'k “I\::Ci’{ {’;f(:;kf [gil;]ykl pruikjc_ [prmyk_%a]
E - ‘cofnb’ feam/ {kamj kazr.lmege [kamarga]lg]
i?‘ " ‘stum’  /presym/  {preeym] pruimpje [pro'cy‘ pi
“ hoon ‘gean’ foom/ [boin] boontje [boAntjijl
zzfizg ‘herring’  /hairy  [haiy) ilarm'kje {[2::22]}3]
beer  ‘bear’ foexr/ [beir] be.aeme .k :13 ]
il ‘ow!’ Iyl [oeyl} ’dl.lF]e [oeyt i}
d. ?11 ‘opion’  feey/ fey] uitie [cevtj

he diminutive suffix is predictable according
ope 01f tl%ei?::fi? t";;i’i’)i;“i‘:‘i:;h it is atiached. Qrucialiy fox;
s t(l)gt it takes the form [[stop] + jo] only if the precedmg segfn;x:
fmr D eoraat] (a aonsonant in (14c), a vowel in (d)). (Notxfse that in (c) the
N [“’”Son(‘)m_nt] (a'c Jace to the preceding consonant; the difference between\
e asmmﬂateli H;Lffﬁx in (b) and (c) is due to the nature (.)f the segments
. f(:::S :)hfetﬁflal liquid or nasal.) Thus {~i—sonorar19t1, just like [~sonorant],
t:);fxcf‘unc%ion to identify a natural CEE.lSS of se:gnr:entts.mi1 y
This phenomenon also provides evidence thjtt) naf ;i, e represento
by a combination of two or more features. {14b}, .

ive of the larger class in (15):

asses can be defined

diminutive .
W ‘comnb’  fkam/ [kam] kammetje [kamat!a]
. ‘COm’ fman/  [man] mannetje [mcx;l:';tja]

H}aﬂ ‘H'Eaﬂ’ oy ool ringetje [rmat]?]

war ‘?ngi’ Mmar/  [nar] narretje {naretljal

E:I ‘bc:ljl’ foel/  [bel} belietje [belatja]

i 3 iminutive suffix in
ions 2 underlying form of the diminu
RPN m;lwen 1978; Trommelen 1983; van der Hulst
The validity of the particular argument t_xerc
and fkjo] are derived, rather than underlying.

is di i king no assumgp
? In this discussion we are ma i
gutch which has been an issue of soroe dejbdt: (f;z,t;rgl.),
: i § iminutive for R

. Booij 1995 for discussion of dimin : ‘
fi?ef)i;m?: Ot-ll the assumption that the allomorphs [tia], ipie}

Il
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The class of segments which determine the choice of the [-otjo] suffix, i.e. the
class of nasals and liquids, is defined by the feature combination [+sonorant,
+eonsonantal], together with the nature of the preceding vowel,

Similar evidence from natural class behaviour can be cited in the justifica-
tion of the various features which we identify in what follows. However, we
will only consider such evidence when it is of particular interest fo
we are making.

The next two features in (10), [continuant] and fvoice],

are used to
make further distinctions among the various major classes (vowels, liguids,
nasals, obstruents). [

+eontinuant] sounds differ from [~continuant] sounds
in not having a complete closure in the oral tract. In the obstruent category
{[-sonorant]), fricatives (e.g. /f v T 32y are [+continnani], in that the
stricture of close approximation does not block the airstream entirely, while
stops (/pbtdk g g/, etc.) are [~continuant]. Similarly, within the [+sonorant,
+eonsonantal] category, nasals (/fm n n/) are [—continuant], in that there is
again a complete obstruction of the airstream in the oral cavity {although air
does of course escape through the nasal cavity, so that nasal stops can be
prolonged), while liquids are [+continuant].

As might be expected, voice] sounds are those produced with vibration
of the vocal cords; [-voice] are those with no such vibration.

In this discussion, we have implicitly assumed a grouping of features
([consonantal] with [sonorant], which together define ‘major classes’; [voice]
with [continuant], involved in characterising ‘mangner of articulation’y which
is in no way reflected in the matrix in {10). Indeed, the internal structure
of the feature-matrix seems quite irrelevant -

for example, as we have seen,
changing the order in which the features occur in the matrix does not yield

a segment which is different in any way. There is, however, a great deal of
evidence that grouping of this kind is phonologicaily relevant: the sets of seg-
ments characterised by combinations of particular v
these ‘groups’ are typically — and recurrently

t the point

alues of the features within
~ appealed to in phonological

¥ Notice, though, that it has been claimed that lateral liquids are [~
s a stricture of open approximation at the sides of the tongue, they also dispiay complete central
closure. This claim is given weight by the fact that there appear to be processes in some languages in
which the lateral fiquid forms a natural class with the nasals, as opposed to the non-lateral liquid. -
Thus & Daochartaigh (1978) notes that in some dialects of Scottish Gaelic short vowels diphthongise
before /i n/, but lengthen before frf, Similarly, Clements (1989) demonstrates that in some rhotic
dialects of Engiish words like prince and false may be vealised with an epenthetic or inserted {t], f.e. as
[prin's] and {foil's]. However, between an i/ and an /s/, as in murse ({nars)), insertion s not possible,
again showing that the lateral forms a natural class with the nasal, rather than with the non-lateral
liquid, Behaviour like this wouid support the point of view that laterais way be [-continuant], In other
processes, however, they clearly form a natural ciass with the non-lateral liquids (e.p. /rf), and so

appear to be [+continuant]. We will not be concerned here with how our feature system should capture
this apparent anomaty.

continuant], because, aithough there

I2

1.3 Phonological features

IrOCcesse £ ) O E: 3 th 3 i
Wi]i !)e le;'.‘,aued di Vide U—p tlle ma‘i()r ClaSSeS Of SengHES as 1 16 M
H

{16) O NIL OV o, n
[sonj - + +
jcons] + + -

‘L liguid, ‘V’ vowel). The interaction of these
: i 2. In other
i - of phonological phenomena.
es is relevant fo a pumber 0 uomer
{wodfeai?;ious combinations of the two features define ciassgs wl;lellemems
;V:ruz,ntiy in phonological processes. In addition, the ordermgt ]:&t ements
\:rit(ilin a syllable is typically determined by these featu;es,' 23 e
(f+sonorant —consonantal]) forms the peak of ? sygiab e, Z o
1 in, with any hquids oy n ,
_—sonorant, +consonantal]) the margim, ' ’ et
Ecz(r);gonantak}) being intermediate. Thus Jprins/ is a weil-formed Eng y
ile */rpisn/ is not, . S
lat;ite;s“a;?ten clagmed that the features [sonorant] and ico}x:?ondn;al]i ji ; mne
i i le), and that this hierarcny !
ity hierarchy (or sonority scale), ’ e
?l S?kl::r‘:)ghaviour of segments in the syllable: the hlg,(her the 303:;; Zmann
- le (see, ..,
it i k of the syllable \
the closer it is 1o the pea . rnemen
i‘;g;;e Iil{t;)oper 1976; Kiparsky 1981; Clements 1990). Such hierarchies ha

?

di d, {continuant] and {veice]. Although we will not c’uscuss}:l‘ui1 m;;lit;ﬁ
ISCB?SC . ontinuant] segments are higher on the sonor.xiy ie : y
hant pom't, [-H:t] and [+voice] segments are higher than [w.vo:c?]. This f;ari
b PCO?UIZJ an’tl; respect {0 processes such as the histonf:al 'weakenmf
o €':St?&t')hbmf :\: s to sonorants in intervocalic position, which mvoivesd t e
2:;2:12225;;&?% of the features of the step to ﬂgf; gf t?ehs?zroMugd:;i

s illustrated by the development from Pre- - ng 1.s

;21‘2;1:1; ?)f the word own (from Lass and Anderson 1975: 158):

(O’ is obstruent, ‘N’ nasal,

dE Joor/
{17y Pre-OE *[aagan] > OF [aayan} » ME [oowan] > IME [oon] > M

(found, faun/, etc.) ‘own

iti ierarchy,
Each of the changes in (17) represents a step along a lc»z_mti;agn) hierarchy
C “, . - :
wzich for velars in intervocalic position involves the steps in {

5 is also formatly possible. Given
inati — rant, —consonantal] is & d - i
L Wil be abseried e { Souﬁat class of segments might be assigned this representa

ith 1}, it is difficult to see W : 1088 i
B [Sclﬁomﬂ ints {(vowels) appear to be inherently sonoyant. C‘hoxints}kgaa:;om e of
o [*consohnam?n]bi:fgon to [? h], but it is not clear from the phonological be

fact assign the co! R

segments tha ey shou reated as NON-CORSONAL a e consider an alternative account of [h mn
hat ths d b d tal. Wi der 7 1t t: E
g Y by et ted a C
§1 3.5 we will assume here that there are ne £—SOBUIB.HL ~consonantal] segmer 13,
b
OF = 0id Eng,hsh, ME = iddle E!lgh&h, IME = late Middle Engh::h, MGE = Modern E‘.nghsh
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(18) k>@xorg>ys>w

On the basis of processes such as these, Lass and Anderson (1975 150)

establish the general lenition hierarchy in (19);1

(19 voiceless
fricatives
voicefess voiced liquids
stops fricatives qur
voiced
stops

Notice that nasals typically do not participate in intervocalic lenition pro-

s that need not concern us at present; kowever, thejr status

tinuant]} are closer to the syllabic element than
evidenced by syllables such as Eng]
pronouncing (i.e. rhotic) dialects o
syllables */kin)/ and *fbanr/,

nasals (f-continuant]), as is
ish kiln and ban (/barn/ in postvocalic 7-
f English), as opposed to the unacceptable

a group with respect to which phonological regularities can be uncovered,

as they, and they alone, distinguish the classes involved in sonority-based
phenomena, as in (20);

20y voiceless  voiced voiceless  voiced N L v
stops stopy frics frics

[son] - - - - + + +

fcons] + + + + + + -

[cont] - - + + - + 4

[voice] - + - + + + +

(Here we ignore oppositions between vojced and voiceless s

onorants, i.e.
nasals, Hquids and vowels.)

1.3.2 Vowel features

Let us now consider the remaining four features in (10), [high), [low}, [back]
and [round]. In SPE, these features, used primarily to distinguish the vowels
of a language, are defined in terms of the position of the highest point of the
tongue in the production of a vowel (for [high], flow] and [back]), and the

© Lass and Anderson in fact claim that as illustrated by the develop-

ment of own in (17), possibly viz 2 vowe] stage. For the moment, however, we donfine the discussion
to the eonsonant-types involved in such processes,

I4

lenition ultimately yields deletion,

1.3 Phonological features

finitions of the first

: ing {for [round]). The de -

bsence of lip-rounding (fo; hly the posi-

presenCE‘? " as refer to a ‘neutral’ position for the tongue (mutiictsi/on higher
o fedtm;e such that [+high] sounds haveé their closest cons 4 similarly for
i ). ORI SO N n

tgm i{;fe[n]‘etltrai position, whereas [-high] sounds do not, a

than

[+low] vs [~low] and [+back] vs [—back].

interpretations
i he vowel features as in
" thi t essentially treats t
A system of this sor

of two axes, as in (21):

@n [+high}
[—back] [+back]

[+low}

Ihe Cialﬂl 111116161111 m the Sei Of featllxes gﬁfen db S hat laﬂg ag

itt vertical axis, but only a two-way
ally m.a.ke y thme‘:aryizzii{:lszi{i? ;;:: :here is no separate feah‘ire [_iijoit]}
e Exback tie t {\:ve do have a separate feature [How] aiong.mde 1[ zegm;
s, { uharqcterising a three-way opposition on the highf c?w e
Thii'only :izrzf ﬁf;atucre framework is to postulate two feafures, giving
within a bi

following possibilities:

[+back]
[-back]
@2 [~round] [+round] [-round]  f+round]
. u u
[+high, ~tow] ’ gyw %A G0
[-high, —low] oE (,E a »
[~high, +ow] a

. iginally pro-
(For illustration we use here the Cardinal Vowel Sy;t;(g; (r(:;lger thin the
or i crombie 1967: ch. 10),
ie]l Jones; see e.g. Abef“ff’m » the features
posec byf i,)nam articular language.) Notice that the deﬁnmor;s ott;1 o dotinin
Vofegeihe foucth logically possible combination of the two fea
exclu .
oty ] xis, i.e. [+high, +low]. . , ise the vowel
the hfgh 112\: tz;xat other features will be required tol cha?ctiniemh et
fIt ) ::ing that those discussed so far apparently fail to :nl aia which has
spdf:e, § airs of [~high, ~low] vowels, for example. T‘h;s ‘1s PR and we
vanm;é) subject of major rethinking since the. pubhf:anciled s
Zeente some space here to a discussion of the issues mvolved.
evo

, ; ; d related issues .
wel-height dimension and yeiated issue: arious pairs
1 ihffnvé; number of proposals for distinguishing Fh'e;i v;l’élﬁ;io fhree
cC
T?c;n; .hive Jow] vowels in (22). These proposals can be divide
of |-mgi, -
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major groups: (i) those which distinguish the members of each pair by means
of a binary feature {tense}; (ii) those which try to reflect the difference in
height “directly’; and (iii) those which introduce a feature [advanced tongue
root] to distinguish the members of the various pairs.

The first proposal is found in SPE, in which it is argued that the difference
is one of tense vs lax, with the tense vowel of each pair being ‘executed with
a greater deviation from the neutral or rest position’ than its lax counterpart,
so that ‘the greater articulatory effort in the tense vowels is further mani-
fested by their greater distinctiveness and the markedly longer duration dur-
ing which the articulatory configuration remains stationary’ (SPE: 324-5),
Such a distinction is applicable to certain pairs of vowels which we have not
yet considered, such as /it/ vs /i/ in RP English (e.g. meal fmitlf vs mill hmi)),
or in the German pairs given by Chomsky and Halle (e.g. ire {Tra} ‘her’ vs
irre [11a] ‘err’, or the similar Huhne [hiine] ‘chicken’ vs Hunne {hunaj ‘Hun’;
notice that Chomsky and Halle distinguish tense vowels from their lax coun-
terparts by means of a macron over the tense vowel),

This approach is also readily applicable to the [~high, ~low] vowels in 2
system such as RP, in which the opposition between the members of each
pair is again not just one of tongue-height (quality), but also of length (quan-
tity). Thus the distinction between the two vowels in beas fiz/ and bit i/ is one
which can be interpreted as tense vs lax, as is that between mane ferl and men
fel, as well as in coat /aw/ vs cot /bl The crucial claim that is being made
here, then, is that the type of phonological opposition between, say, the two
[high, —low] vowels ([e] and [e]) is different from that hoiding between, say,
the high vowel [i] and the higher of the two mid vowels [el, or between the
lower of the two mid vowels je] and the low vowel [a].

As we have seen, this account seems appropriate for a system like RP, but
it has encountered criticism from those who believe that there are vowel
systems in which it is reasonable to speak of (at least) four distinct vowel

heights. The front-vowel system in (23}, for example, is that of some dialects
of Scots English:

23y beat [bi]

bit  [ont]
bait  [bet]
bet  [bet]
bat  [bat]

" We are here following Chomsky and Haile's position that the phonological distinction between thess

pairs is one of quality, not length. Notice too that the diphthongs of maik and coat are tense, just like
the monophthong of beat.
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Here the various vowels are apparently distinguished on

ith no apparent differen . :
\:sl lax as%iﬁned by Chomsky and Halle, seems inappropriate.

system
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Iy by vowel height,
ce in length, and any appeal to the notion of tense

‘J6d. some i se
The existence of systems like this has led some phonologists to propo

s which reflect the height dimension more directly. Thus Wang (1968)

X hts,
eplaces the feature {low] by [mid}, which allows the expression of four heights
T

cather than the three of SPE:

(24) [+high] [+high| |-high {whigh]
—mid +mid +mid —~mig
hit Jef fel feel

1 i otice
Such a formulation certainly allows the expression O(t; fo?; h:;ghti;) 1::;3;; e
is sti blem associated with the e

there is still a fundamental pro o

u:i:re} height by means of binary features; the fact that we h'fwel to ;jie(tic

;east) two binary features to express what ap})e/a;s /to beba ;;Zi z Spa e

i i h as fil-fe/-le/-lel can be

imension. That is, a sequence suc ‘ o

dlr?nts on a single scale, and this has led some phonologists, e.g. Ladee:;in
p;’975) and Williamson (1977), to abandon binary features for the f:xpgs).
(f owel height, and to introduce a muitivalued scalar feature, as in (25):

of v ,

(25 Al [4 gh]
el 13 highl
fsf [2 high]
f=f {1 highl

p pp SCUSS10n f
\3'\#3 d() not PR (hi a EOaCh at EhlS pOEIiI‘. (bu{ 8 e}
. ES

(henceforth {ATR]).
It has been observ e
between a pair of vowels such as [e J o post
Z:f of the tongue root: for [e] the tongue root 18 fuiher for??rc:;d\wgﬂxprhus
i imi lationship holds between 1] & .
it is further retracted. A similar re ‘ v
E;]eitllifference hetween the two vowels does not relate exclusively to the re
tive height of the body of the tongue, as is suggeste
itional phonetic parameters. o o .
addCllt;arEy It)he choice amongst the three alternatives just outlined — we rete

- ds on
to them here as the tenseflax, height and ATR approaches — depen

b p S a =
Whe&lle[ we Ccan h()w il&t one o ”le![] more s 58

lf we ﬁnd pIOCe es W iCh oW t}la

ed that one of the articulatory correlates of the diffef-
and [g] typically imvolves the posi-

d by (25), but involves
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phonologically the same as that between [e] and [g], this would provide evi-
dence in favour of a multivalued feature Thigh], as in (24).

In fact, we believe that all three approaches are required in phonological
theory. That is to say, we believe that vowel systems may be organised along
any one of the three lines suggested by the approaches just discussed, so that
the nature of the phonetic parameters which play a role in a particular sound-
system is reflected in the phonology of the language in question,

Let us illustrate this with a further consideration of [tense] and [ATR]. We
have already seen that the feature [tense] plays a role in the phonology of RP,
for example. Thus // in bir and /v in look are the [~tense] counterparts of fit/
in bear and hui/ in Luke, with which they are otherwise identical in terms of
their feature make-up. The fact that the [~tense] vowels of RP form a class
(which includes, besides /1 v/, also /e A b a/) is shown by the fact that just
this set of vowels cannot occur in final position in a stressed syllable, while
the set of {+tense] vowels can (cf. /bi/ bee and */b/, for example).” Similarly,
they can occur before /y/, while the [+tense] vowels cannot (e.g. bang /bey/,
but *hoong /buig/)." Thus a feature such as [tense] is required in the analysis
of systems such as RP. Crucially, at least with respect 1o the oppositions
between /ix/ and /1/ and between /uy/ and ful, the vowel system is organised in
terms of “central’ vs ‘peripheral’ vowels. (26} gives the representation of a ten-
vowel system such as this, consisting of a peripheral ([+tense]) set /i u e
0 a/ and a central ([~tense]) set ive o of, Notice that for the low vowels
peripherality is often manifested as greater pharyngeal constriction, so that
peripheral /a/ is considerably retracted:

26 i

4

¥ It is also possible to deal with these restrictions in terms of vowel-length, rather thap the apparently
qualitative distinction of tense vs [ax. We discuss vowel-length in Chapter 3.

' The RP vowel A/ does not in fact oeeur before i/ in the native vocabulary of English, However, in
loanwords such as Jung from German, we find o/, not fuyf (k. Collins and Mees 1994 7y, which
further denzonstrates the validity of the analysis.

The status of /o/ is more problematical. It again fails to occur before /!, and shows other phono-
logical behaviour which suggests that it forms a set of its own in some respects. However, given that
it patterns with the lax vowels in ot taking stress in firal position in a syllable, we feet justified
in categorising it in this set.

18
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Such an analysis is proposed for Classical Latin by Allen (1973: 132)’. who
observes: ‘the tenseness is. . . responsible for the long vowels occupying a
larger, more “centrifugal” perimeter of a;tiguiat.iqns’. He represents the. 5YS-
fem o,f Latin as in (27), where the long tense vowels are represented with a
macron (7), the short lax vowels with a breve (7):

en 1

Other vowel systems, however, are organised quite differently, .eve;fa .though
they may contain more or less the same vowels as (26). in pa;tm:x;:i,nn(iggz
languages divide the set of vowels not into a tense and a la).; .su S‘e i On;
but rather into two subsets according fo tongue-root posttion, l.e. 1mio
[+ATR] set and one [~ATR] set, as in (28):

(28) i u

G

Here the vowels are grouped into /i v e o of ((+tATR]) Iand hue :?S:{;‘
(I-ATR])." The evidence that there are tep-vowel systems whxclzh are orgar:;s -
in this way comes from processes involving vo.wei harmony, 1.e. procestshave
which all the vowels within a particular domain, often the word, fnus. e
the same value for a particular phonological feature. F)ne such SB'(SUSHL -1312 n
of the Asante dialect of Akan, a language spoken in Ghana, m v; 11: a

the vowels within a single word must have the same vah?e for [A n] (:see
Stewart 1967, 1983; Clements 1981). Stewart (1967: 186) gives the following

examples:

i i itrary,

7 The relation between the symbols used for the non-fow back vae_]s ‘m (28) I:ILO nzc;;r;epiﬁ;x;t;;?; ; ! ge

Ithough conventional. Thus Auf is used in (28) for a vou_fel wkfzcllu is apparett y cripheral on e

altho s k dimension than /w/, whereas in {26) this refationship is reversed. The opposite ¢! lo ould
g: :;:xa!:fy arbitrary, however, in that the same discrepancy would held, but on the high-low di

sion, rather than the froat-back.

19
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(2% [-ATR] [+ATR]
fwubsnum?  ‘vou will drink i’ fwubenum?/  “you will suck it’
fotbetu?/ It is going to lay’ Jorbeta/ ‘he is going to
pull it out’
fmikjiref ‘I show’ Jmitie/ T listen’

The forms in (29), involving the non-low vowels of Akan,” show the
harmony process in operation: all the vowels m the left-hand column
are |-ATR], while those in the right-hand column are [+ATR]. Forms with
a mixture of [~ATR] and [+ATR] vowels, such as *fwobenum?/, are ill
formed.

We do not at this point pursue the question of how such harmony pro-
cesses are to be analysed, an issue which we return to in some detail in §1.4.2
in relation to Turkish; however, the phenomena just outlined provide us with
sufficient reason to claim that systems such as (26) and (28) are both to be
found in languages of the world, and hence that the tense/lax and ATR
features must both form part of our feature system,

We can also find evidence to support the point of view that the vowels of
languages may be organised in terms of relative height, as suggested by the
Scots English data in (23). Such evidence can be adduced from processes in
which some or all of the vowels of a language move one ‘step’ up or down.
For example, the effect of the English Great Vowel Shift was to move 1on-
high long vowels up one step, giving the changes in (30) {from Lass 1987,

130), which shows various Middle English and early Modern English forms
(c. 1600):

€1 ME 1600
beet e > |
beat e > e
mate ar > £:
boot o > u:
boat 21 > o

There are also processes which make appeal to the notion ‘one step
lower’. Lindau (1978: 545) observes that {n Scanian, a Swedish dialect
spoken in Maimd, there is a process in which the diphthongisation of a fong

vowel yields a first element which is one step lower than the original
monophthong:

¥ As is typical in [ATR] harmaony systems, the low vowels of Akan beh

ave rather differentty from the
non-fow ones, for reasons which need not concern: us at this point.
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(31 A - [ed] tyif - (o] faif —» [eu]
feif — [ee] o — oo} foif = [e0]
feyf — [me]

The range of processes surveyed in this section suggcst§ that v?wei S}‘fstzm;
can be organised along different phonetic and phonological pamx:etm s}; r;n
hence that our feature system must be rich enough‘ to—be able to lescr: € i
of the parameters found to play a role in the organisation of vowel systems.

nantal features o
The ;;ﬁhi":;: set of ffeatures we have now isolated forms an mtu;:wely
obvious group hardly needs confirmation: thfare are clearly fmany 1;) ono-
logical processes which make reference to particular subsets o vo.we 5. .
Much the same observation applies to the §et of feaFures defining ar 101.1
latory place for consonants, which were not mclgded in the feature-r‘natr}ﬁ
for the vowel in (10). It is particularly clear that this set forms 2 group,has;vi.
be seen by a further consideration of (7). One ?f the respec‘:ts in th;r ({i lis
inadequate is its failure to represent the notiqn a.greement in placz Ofil
lation’ in any coherent way. In other WOi‘dS,.lt fails to show ‘th::it ti; ?1‘ lur::s
[labial], [alveolar] and {velar] form a group, just a's %he nr.latnx in (10} fails to
identify the various groups of features we ha.v.e distinguished. . . _
There are formidable difficulties in formalising these obser\‘fatmns, in par
ticular with the formalisation of the notion ‘nasals agree with a followimg
consonant in all the features forming the group character}smg place ?f articu-
lation’, and we postpone discussion of this until §1.4. This problern zs e};ac:;
bated by the fact that there is little agreement on what should c0nst1.tu e
set of features in this group. An SPE-type s.ystem would characterise, say,
English /t/ by means of a matrix something like:

(32) [-sonorant |
+gonsonantal
—gontinuant
—yoice
+anterior
+¢oronal
—high

~low

—back

| ~round

i i i dependenc
¥ in §2.5 we congider an approach which characterises scalar processes like these in terms of dep ¥
relations between the features invelved,
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The two featutes [anterior] and [coronal] distingui
; . istinguish the major
articulation as in (33):% jor places of

(33) labial alveolar  post-  palatal velar uvular pharyngeal
alveolar
ph td c3 kg qo
¢ p $Z I3 ¢4 xy  x® he
fant]  + + - - -~ - -
[cor] - + + - - -

[+apterior} sounds are produced with a stricture in front of the postalveolar
region; [+coronal] sounds are produced with the blade of the tongue raised
abovta‘the ‘neutral’ position. We will not consider the motivation for the
definitions here, other than noting that natural classes can be defined alon
the expected lines. ¢

The tongue-body and tongue-root consonants (i.e. the [-anterior, ~coronal}
set) can be distinguished from each other by the use of the ‘vowe;E’ features
fhigh], [low] and [back], as shown in 34y

(34 labial alveolar post- palatal velar uvular pharyngeal
alveolar

pb td ¢ ¥ kg qG

¢ $2 I3 ¢i  x ¥
[ant] + + - - M‘J XM h«h‘;
fcor] - + + - - - -
[highf -~ - + + + - -
flow] - - - - - -
[back] - - - - + + :

The representation of place of articulation is an area which has given rise
to a number of alternative proposals in recent years, and we sha]
here which has gained wide currency,

from the original SPE proposal.

McCarthy (1988: 99) characterises the SPE proposal as embodying ‘place
of artic?iation theory’, in which the feature [anterior] is defined in terms of
£h.e passive articulator (in front of the postalveolar region). He contrasts this
with ‘articulator theory’, in which the distinctions between the segments
are made in terms of ‘the active articulator making the constricting gesture
rather than by place of articulation’. In articulator theory
of articulation are distinguished by the features [labial] :
and fradical], as in (35):

[ outline one
and which differs in various respects

the major piaces
» [coronal], {dorsal]

For arence, |1 L7 wing d we V] I Ves Of ¢ach ol [+
fol g GISCUSSION W) f k of t}
or ref ¢, ia the folio ill provide symbo}s for epresent.
4l 3
categorxes Biven, drawn from the stop and fricative series.
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(35 labial alveolar post- palatal velar uvular pharyngeal
alveolar

pb  td st .83 kg qo

B sz 3% ¢ Xy x¥ he
flab) - - - - - - -
[cor] - + + + - - -
[doss] -~ - - + + + -
[rad] - - - - - + +

In line with McCarthy’s distinction between articulator and place of articu-
lation theory, we can say that {Jabial] consonants are produced with the
lips, [coronal} consonants with the blade of the tongue, [dorsal] consonants
with the tongue body (dorsum), and [radical] consonanis with the tongue
root.

What advantages does (35) have over the system given in (33) and (34)?
Notice first of all that [anterior] is no longer used to identify any of the major
places of articulation. One reason for this is that in the SPE treatment, the
class of labials and alveolars is predicted to form a natural class, character-
ised as [+anterior]. As Yip (1989: 350) points out, this is not a recurrent class
in the phonologies of languages; we do not find phonological processes affect-
ing the set of coronal and non-coronal anteriors (e.g. /p ¢ t/). Abandoning
[anterior] as the characterisation of a major place of articulation means that
this anomaly is removed (although, as we shall see presently, [anterior] is still
required in this system to subcategorise the class of coronals).

The introduction of a feature [labial] allows the class of labial consonants
to be given a ‘positive’ characterisation, rather than their somewhat opaque
definition in SPE: ‘consonants produced with a stricture in front of the palato-
alveolar region whose production does not involve raising of the blade of the
tongue’, Le. [+anterior, —coronal].

As we have already noted, tongue-body consonants are characterised as
[dorsal]. However, notice that in (35) the segments characterised as being
{coronal] have been extended so as to include palatals (e.g. /¢ §/) as well as
postalveolars (e.g. /] 3/). Whether palatals should be characterised as [coronal]
or as [dorsal], or perhaps as both, is a topic of some debate. Although, as we
have seen, Chomsky and Halle characterise them as [-coronal], in accordance
with their definition of [+coronal] as involving raising of the blade of the
tongue, Hall (1997: 6) observes that ‘the vast majority of phonologists have
conciuded that palatal sounds are [+coronal] because they pattern m many
languages with the alveolars’, and notes that this causes Halle and Stevens
(1979: 346) to reformulate the definition of {+coronal] as involving ‘the rais-

ing of the frontal (i.e. tip, blade, and/or central) part of the tongue so as to
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make contact with the palate’. We will assume here that palatals are indeed
[+coronal]®

Articulator theory, then, allows a positive characterisation of each of the
major places of articulation. However, it is clear that in the coronal region,
many more oppositions are required than we have considered up to now.
Phonological distinctions in this region are found which involve a number of
parameters which we have not yet considered in either of the theories which
we have been discussing,

The feature {anterior] is generally retained in articulator theory, but is
restricted to those segments which are [coronal]. That is, [coronal] segments
may be [+anterior] or [-anterior], but segments which are not coronal simply
have no specification for the feature lanterior]. The situation for coronals is
shown in (36) (we add dental and retroflex consonants to the set in (35), and
consider palatals to be [+coronal]):

(36) dental alveolar postalveolar retroflex palatat
ig td tq ¢
88 sz I3 §2 ¢d
[cor] 4 + + + +
[ant] + + - - -

Thus the definition of [anterior] is retained, but now applies only to conso-
nants produced with the tongue-blade as active articulator.

Two other features, originally proposed by Chomsky and Halle (1968),
provide further distinctions amongst the various coronal segments. These are
[strident} and {distributed).

The feature [strident] distinguishes various members of the class of frica-
tives, on the basis of the relative amount of ‘high—frequency noise’ involved.
Thus sounds such as [s 2 f 3] have a refatively large amount of high-
frequency noise, and are [+strident] as opposed to their counterparts [6 8 ¢ j.
Although this feature is not defined in terms of place, we include it here, as
it serves to subcategorise consonants in the coronal area. Tts phonological
relevance can be seen in processes such as that illustrated in 37y

B Hall (1997 §1.2) suggests that the uncertaialy surrounding the statug of palatals with respect 1o the
feature fcoronal] is due to the fact that palatal fricatives such ag ¢ 3/ behave differently from non-
continuants such as /c §.p/. The fricatives behave as dotsals rather than as coronals, Hall cites a
process from a dialeet of German spoken near Diigseldorf, in which avular R/ is devoiced to Ix]
before corenal /t ¢ §/, but nat before /p f'k ¢/. Thus /¢/ here Patterns with the non-coronals. Op the

concludes that the continvants are [-coronal} and the fon-continvants [+coronal], and attributes this
to an articulatory difference; the ‘palatal’ stops are in fact alveolo-pelatal, he claims,

# In §2.2 we consider the question of how the notion of 2 feature not being relevant to a segment can be
formalised,
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(37} a. 1mmasses MASSHPL fmmsoz/ b. moths MOTH+PL  /rapds/
buzzes mUzZZtPL  Jbazoz/ lathes rATHEFPL fleidz/
coshes  COSH4PL ;!}gmféz{ o
edges  EDGEHPL  fedzaz/

In the formation of English plurals we find a different form of the suffix after
the [+strident] fricatives in (37a) (/-oz/, or fu1z/, depending on dialect) than
after the [-strident] fricatives in (b).

Stridency does not seem to be directly relevant to plosives;® in (38) we
show how it further subcategorises the set of coronals:

(38) dental alveolar postalveolar retroflex pala‘tal
60 $z f3 §7 ¢d
[cor) + + + + +
[ant) + + - - -
fstrid) - + + + -

[+distributed] sounds are those in which the consonantal stricture is ‘rfslat—
ively long’. This feature is often used to distinguish tongue-blade (laminal)
sounds, which are [+distributed], from tongue-tip (apical) sounds {—distributed],
and non-retroflex [+distributed] from retroflex [-distributed].

The feature [distributed] is often seen as somewhat unsatisfactory (see t?.g.
Keating 1991). On the one hand, it is not clear that the phonetic definition
is entirely appropriate, and on the other, evidence that [+distributed] COI’-I-
sonaiits can function as a class as opposed to [—distributed] consonants is
limited. However, Pulleyblank (1989: 384-3) cites processes in Australian
languages which have the four coronal stops given in (39):

(39 laminal apical apical laminal
(inter)dental alveolar postalveolar palatal alveolar
d d g 3

Pulleyblank, following Dixon (1980: $6.4), notes that the pala.tal and
{inter)dental stops, which are laminal, pattern together in phonological pro-
cesses in these languages, as opposed to the alveolar and postalveclar stc')ps,
which are apical. A grouping of this sort can be satisfactorily cha.rac‘terlsed
by the feature [distributed]. In view of facts like these, we include [dlst.nbt%ted}
here, although we suspect that it need only be used for stops — for fricatives,

[strident] is sufficient to characterise the oppositions found in languages. (40)

. ) 2
shows how [distributed] subcategorises the coronal series of stops:*

5 However, notice that Jakobson er al. {1951: 24) use the feature {strident} 10 distinguish affricates from
plosives, irrespective of place of articuiation. o .
* We distinguish apicals from laminals by means of the diacrities _ and , respectively.
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(40 apical laminal apical laminal retroflex palatal
dental dental alveolar alveolar
td 1d td td 1d ¢}
[cor] + + + + + +
[ant] + + + + - -
[distr] -~ + - + - +

Notice that the distinction between [+distributed] and [—distributed] segments
is independent from that between dentals and alveolars, which can both be
either laminal or apical, However, it is generally claimed that languages do
not contrasi, say, laminal dentals with laminal alveolars, so that in a lan-
guage which has both /t/ and /t/, the two stops will be distinguished not only
by place, but also by laminality vs apicality; [distributed] can then be used to
characterise the difference between them.

This concludes our discussion of individual features. It is of course clear
that additional features will be required in phonological descriptions (see
again the references in §1.3), in particular features characterising the various
airstream mechanisms (i.e. pulmonic, glottalic and velaric) utilised in the lan-
guages of the world, and those characterising different phonation types (voice,
voicelessness, breathy and creaky voice and aspiration) and tonal contrasts.
We introduce these in the course of our discussion, as and when they become
necessary.

1.3.5  The characterisation of grouping

We have now identified a set of features which can be used in phonological
description, and have also uncovered some evidence which sugpests that these
features might be organised into groups. Evidence for the grouping of fea-
tures can be found in hierarchy-related processes such as weakening, for
example, but also in cases where two or more features together define a class
of segments which functions together in some phonological process, and thus
forms a natural class, Thus we saw in (15) that [sonorant] and [consonantal]
behave in this way; the conjunction of the values {+sonorant] and [+con-
sonantal] in the last segment of a noun in Dutch, among other things,
determines that a schwa will be inserted before the diminutive suffix.

Similar evidence can be found in the process of nasal place assimilation,
which we discussed at some length in §1.2, but whose formulation we have not
yet considered in terms of the features developed above®™ A direct “transia-

tion’ of (7), our last attempt at a formulation of nasal assimilation, would
yield (41):

* For the purposes of this discussior, we utilise the feature system proposed in SPE for the character-
isation of place of articulation, rather than that based on articulator theory.
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[+ant ] [+ant]
{41) s /L
—cor | —cor |
(+ant) / kant |
[+nasi — +cor | | +cor | {
[~ani] / [~ant]
—gor | | ~eor |

In assimilations of place like these, then, [anterior] and [coronal] form a
group, as we would expect.” 7

Examples like these could be multiplied, and we can identify other kinds of
phonological behaviour which provide further evidence for feature grouping.
For example, it has been argued that /b/ in many languages is a “defective’
segment, in that it lacks a pasticular group of features, those characterising
place of articulation. In other words, /h/ has no independent place of articula-
tion, but acquires its specification for these features from a following vowel:
in English kear /hirt/, for example, the articulators adopt the position of the
following high vowel during the production of /b/, whereas in harp /haip, the
articulation of /h/ is very different.

If feature grouping piays such an important role in phonology, it is clear
that this must be formalised in some way. In other words, the simple list of
features found in the SPE approach must be structured in such a way that it
reflects our claims about the grouping of features.

Perhaps the most straightforward solution, originally proposed in La§s
and Anderson (1975) and Lass (1976), is simply to divide the feature-matrix
into submatrices, or gestures. Thus we might distinguish a categorial gesture,
containing the features [sonorant], {consonantal], [continuant] and [voicel,
i.e. the group of features which seems to be invelved in the expression of the
relative sonority of segments, and a place gesture, containing the features
characterising the vowel space and defining consonantai place of articulation.
However, the categorial gesture might have to show a further subdivision,
given our claim that [sonorant] and [consenantal] are more closely related to
each other than to [continuant] and [voice], and vice versa. Let us call these
the major class and manner gestures. The feature-matrix for English /8/ might
have the representation in (42):"

% The vawel features fhighl, [low], [back] and [round] would alse be required in a full statement of the
process; for simplicity, we omit these featuses here. ‘

¥ Note that, for ease of exposition, we restrict ourselves to a subset of the features which we have

' introduced. In addition, we do not consider the incorporation into (42) and (43) of features character-
ising tone and phonation.
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(42) r[-"sonorant ] ,
major class

+consonantal
categorial gesture

[+continuant}
manner

—voice

[[+anterior
consonantal

+coronal

| ~high place gesture
:Ib(::k vowel

—round

However, in recent work in phonology the notion of grouping has been
presented in terms of a rather different set of notational conventions from
that given in (42). Furthermore, the terminology used is different, Within the
model of autesegmental phonology, which we introduce in §1.4, the segment
has in recent years been represented in terms of a feature geometry, i.e. a tree-
like structure similar to that which we introduced in (a:

(43}

consonantal
node

vowel node

[son} [cons} {cont] [voice] [ant] [cor] [high} flow] [back] [round]

Notice that although (42) and (43) look very different, they are entirely equiva-
lent in the claims made about the structure of the segment; a labelled bracket-
ing like (42) and a tree structure (or feature geometry) like (43) are notational
variants.

Explicit proposals for a geometrical structure of the type in (43) were
first made by Clements (1985), and have been developed in a number of
publications since (e.g. Sagey 1986; McCarthy 1988; Clements and Hume 1995,
Pulleyblank 1995). The particular structure in {43) is merely intended to show
how the gestural representation in (42) can be ‘transiated’ into a geometrical
representation. Proposals within geometrical phonology differ in various re-
spects from (43), and we return in §1.4 to a discussion of sotne of the substan-
tive issues involved. Here we consider only the general claims made about the

nature of segmental structure within a geometrical approach, rather than the
specific form of the geometry in (43).
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In a geometry such as (43), features are seen as labels for NODES (repre-
sented as small circles), and, as in a model incorporating.gestures, are grouped
together, under higher nodes. These higher nodes, which are referred to as
class nodes, have essentially the same"st_qtgs- ds gestures and sub-gestures,
in that they can act as units in phonological rules. In other words, thc' set
of features grouped under a particular class node can be appealed to in a
phonological rule, just as a set of features forming a gesture or sub-gesture
can be appealed to. Similarly, a segment may lack one or m.ore of the nodes,
and hence all the features dominated by the nodes iijl question. Cofnpare for
example the representation of English /6/ (44a) with that of /b/ in (44b):

{44 a.
place node
consonantal
node
{~son] [+cons] {+eont] {~voice] f+ant] [+cor]
b.

manner
node

major class
node

[~soa] {+cons] [+cont] [~voice]

The representation for /f lacks a place node, and hence di-spia}is nene C{f the
features dominated by that node, while /8/ and /b/ have identical specifica-
tions for those features dominated by the categorial node.”

It is clear that structures such as (42) and (43) aliov».r us to make refere;.lce
in phonological rules to groups of features. Indeed, if we find rules vslfh_lch
refer to the particular groupings suggested here, we are thereby prov1dm§
support for the subdivisions proposed. However,_we have not.yet a;ld;esse
the question of how these structures play a role in the operation of phono-
logical rules, a problem to which we now turn.

I : d
% We are further assuming here that /& and /b/ fack a vowel node. See e.g. .Kenstowxcz (1994: §9) an
" Clements and Hume (1995) for discussion of vowel and consonant place features.
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1.4  Autosegmental phonology

(;‘lonsui.er again th.e folrmuiation of nasal place assimilation in (41). Tt is clear
't e:it this formulation is inadequate in at least three respects. In the first place
it does not show that the two features involved form a group. Secondly. i;

fails to show that the value for each of the features which is changed by the
rule must be the same as the value for the corresponding feature in theyse

ment to which the nasal assimilates. Thirdly, just as in (9) above, th g'“
nothing to prevent us having a rule like (45): R

(45) +ant / [+son
|~eor | 7T | ~cons
rant] .
[+nas} = ant / +h1gh}
_+corm | +son
[~ant) / [—roun
| eor || —voice

(45} ?s formally just as easy to express as (41),

With respect to the first two objections to (41), the generalisation we are
trymng to express is that the features of the place gesture must be identical for
the tvtfo segments. However, the formulation of this generalisation in terms of
Fhe kind of notation we have been using up to now is, perhaps not surpris-
mg%y, n(?t straightforward: there is no obvious way of expressing the rzoiion
of identity, although attempts involving the use of ‘Greek letter variables’

] 3 L atU.le h( }%[!Eti i} a4 va b[e (e

(46) [nas] - [aant] /M[aam}

Beor B cor

tI“he use.of a particular Greek letter variable denotes identity for the feature
in ?IUE.SHOII, and the incorporation of this convention takes care of the second
objef:tfon to (41), by extending the domain of the Greek letter variable co

vention to all the features dominated by a particular class node, as in (47)3'1“

(47) [nas} ~» ofPLACE}/ __ ofPLACE]

However, such linear formulations, even patched up with devices like these
are hardly adequ.ate to characterise assimilation processes, in that they art;
unable to deal with the third objection raised above. There is again nothing

to prevent us replacing the [PLACE] in the envi
nvironment
for example. of (47) by [CATEGORIAL],
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What we are failing to characterise in (47) is the fact that the nasal preced-
ing & consonant in assimilation cases acquires its specification for place of
articulation from the consonant by a process referred to as SPREADING, i.e. it
does not have an independent set of featurés characterising place, but ‘shares’
its place features with the following consonant. (48) is a formulation of this,
using the conventions of non-linear autosegmental phonology (see e.g. Gold-
smith 1976, 1990; Clements 1977):

(48) [PLACE]
[+na'1§]_ ~$01:
~cont
nasal stop

In this formulation, the fact that the two consonants in this environment
share a single specification for place of articulation is made explicit. The
‘direction’ of the assimilation is indicated by the dashed line in (48): the
features of the place gesture which are associated with the stop spread from
the stop to the nasal.

Cases like these provide the basis for the theory of autosegmental phonology.
What we have here is an example of one set of features (the place features)
operating independenily (hence the name of the theory) from the other features.
With respect to the place features in (48), there is only one specification — a
single autosegment — while for all other features there are two specifications,
and hence two segments, Among other things, then, autosegmental phonology
is concerned with the characterisation of cases where two segments necessarily
share the same specification for a feature or group of features.

In this connection, it is perhaps useful to compare words like camber and
linger, which display nasal place assimilation, with English words containing
a lateral consonant followed by an obstruent. At first sight, the forms in {49)
suggest that such forms do not behave in the same way as the nasals dis-
cussed above:

49) gulp [galp]
kitt  fkil]
milk  {muik}
In all cases in (49) the lateral, which is phonologically alveolar, is phonetic-
ally realised as an alveolar, so that English does not seem to have a “lateral
place assimilation’ rule of the same type as the nasal place assimilation rule
discussed carlier.” This raises the question of how the sequence of consonants

2 Notice that the /If is velarised in many dialects of Baglish in such contexts; 1his, however, does not
affect the issue at hand,
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in kilt should be represented. It is of course true that the /I/ and the /t/ have
the same place of articulation, and thus the same features in the place ges-
ture, but the /i/ is not alveolar because the /t/ is alveolar. Rather, the /I/ is
alveolar ‘in its own right’, as is shown by (49). Thus, in a representation of
the same type as (48), it might appear that we should assign a separate
(although identical) specification for the place gesture to /I/:

(50y [+ant [+ant ]|
+eor +cor
~high —high
~low ~low
—back | —back]
[+at] [—son ]

| —cont |
lateral stop

{Notice that we here introduce a featuze flateral], whose function will be
clear.}

However, there are at least three problems associated with a representa-
tion such as (50). In the first place, there has been great deal of discussion
as to whether (50) is a well-formed phonological representation, or whether
successive identical specifications for particular gestures must eventually be
collapsed by what is known as the ‘Obligatory Contour Principle’, to give a
structure more like (48) (see e.g. Odden 1988: Yip 1988). Secondly, the ques-
tion arises as to whether laterals in English have to be specified underlyingly
as having place features at all. English has only one lateral, /I/, and so place
of articulation is not distinctive for a segment which is [+lateral] - its place of
articulation is always predictable. Thus it may not be appropriate to include
a place specification for the lateral in the representation in {50). We return to
this aspect when we introduce the notion of underspecification in §2.2.

We devote some space to the third problem at this point. It does not seem
to be strictly true that English has no assimilation process affecting laterals,
Consider the forms in (51):

(31) heaith [helg]
kilt [ketlt]
Welsh  [welf)

(We use [i to represent a retracted aiveolar lateral.) The forms in (51} appear
to be fairly common in English (although notice that many speakers have no
central closure at all, especially in the case of a following postalveolar frica-
tive /ff). Thus it appears that there is a process of lateral assimilation, which
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is restricted to cases where the following consonant is a coronal obstruent.
This phenomenon lends further support to two aspects which we have been
considering. In the first place, we: ha}ieran;(})ther case of spreading, and sec-
ondly, we have uncovered further evidence for treating [coronal] as one of
the major articuiation types, as in (35): the features which distinguish the
various [+coronal] segments ([anterior], [strident] and {distributed]) form a
group, as all and only these features appear to be involved in the spreadir}g
process in (51}, Thus we can argue that the [coronal] node is what spreads in
the English lateral place assimilation process, giving the formulation in (52a),
whereas dorsal segments do not spread to laterals, as in (52b):

{52) a. [coronal] b. [dorsal}
[+1é%;]~ —801 {+lat} 800
~cont —cont
lateral coronal lateral dorsaj
stop stop

We emphasise at this point that this formulation is a very tentative one,
which will be subject to revision in the light of the theoretical developments
which we will consider in the remainder of this chapter and in Chapter 2.
However, we inctude it at this point because it throws light on the kinds of
considerations that have contributed to these theoretical developments.

We turn now fo a more detailed account of autosegmental phonology,
starting with a consideration of the ways in which it differs from SPE. ‘

In SPE, phonological representations are conceived of as unilinear strings
of segments, where segments are unstructured, unordered and non-overlapping
sets of binary features:

(53) [+F -~ i +F
-3 G +G +G
+H +H +H +H

As we have seen, the introduction of the concept of feature grouping brings
some degree of structure to the segment.

The claim that the features in a matrix are sequentially unordered entails
that a single segment cannot have two values for a particular feature, as in
(54), as this would lead to an anomalous specification:

(54} |+son
+cons
+nas
—nas
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E

a number of phenomena involving contour Segments, such as prenasalised
consenants, affricates (cf. the discussion above) and contour-toned vowels,
which appear to point to the desirability of a single segment being able to
have two — perhaps sequentially ordered — specifications for a single featyre,
The term contour Segment is generally used to describe two distinct ‘events’
which appear to function as a single segment in the phonology of a language.
Thus, as we have seen, affricates display both 4 closure phase and a release
phase, but behave phono}ogicaliy as single segments, Similarly, prenasalised
consonants involve both a2 nasal and an oral phase, but, for phonological

tonal pattern as g séquence of high tone + low tone (H+L) or low tone + kigh
tone (L+H), respectively. As such tonal patterns can be associated with single
(short) vowels, we again have two apparently Sequentially distinet feature
specifications associated with a single segment.

As an example of the relevance of this type of phenomenon for phonology,
consider the forms from Apinayé in (35), presented by Anderson (1976}

(33 a. (Vbdwv) b. [VbV]
[Vmdvy] [V mb V)
[Vbn V] [V bm ¥
[Vmn V] Vm ¥

These forms illustrate that the nasatity of Apinays consonants depends op
the nasality of the contiguous vowel.® Those i (35a) show that the firgt
consonant in a sequence of two takes its specification for nasality from a
preceding vowel, and the second from a following vowel. In these cases, then,
each consonant hag simply one specification for nasality. In (55b), however,
Wwe see what happens when there is only a single intervocalic consonant,
If both vowels have the same value for nasality, there is no problem — the
consonant has the same value, However, in cases where the vowels have
opposite values, it seems that both vowels spread their values, to give either
prenasalised or a postnasalised stop, Intuitively, the generalisation here ig
qQuite obvious: the first part of the consonant gets its nasality specification
from the preceding vowel; the second part from the following vowel. How-
ever, such a state of affajrs is difficult to express in the formalism of SPE,

* Strietly speaking, the data in (55} only shows that
independent, rather than showing the directionality
of this phenomenon, see Anderson {1976},
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of the relationship. For a discussion of the details
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which would require the introduction of features such as fprenasalised) T-l:;
[postnasalised], together with two dis;in{qtﬁ f-rulgsf? to express the sequenti
change within the segment, as in (56) and (57%

(56) a.[+cons b. | +cons
+nas +oas ‘
+prenas +postnas

v
N a. C—» [+prenas}/ [+nasil —

v
b. C — [+postoas]/ .. [+ﬁ‘dSJ

However, (38), in which there are two occurrences of [nasal],hs.e;n?s mo{:
| ’ i irs i inayé is, qui
tic state of affairs in Apinayé, which is,
adequately to express the phone nays, which s dulle
i salised consonants show the sa i
simply, that at the left prena . , e
nasals do, whereas at the right they pattern with non-nasals (cf, Ande

1976):
(58) [+cons }
+n:as, ~nas

Such phenomena are often referred to as edge effects, a;Incf rié;lny sl?eﬁi;
e
tcularly strong case can be made with re
cases can be found, A particu ! i g
d, the analysis of tone systems i g
to contour-toned vowels. Indeed, t sunges
i initial i for the development of autoseg
rovided much of the initial impetus prn :
ghonology (see Goldsmith 1976, for example), and is S’{lll commogh;l us-eduez
introduce the theory (e.g. Goldsmith 1990). We look briefly here at the iss
involved. ‘ ) ‘
m‘;n many languages of the world lexical items are specified as bean;{g ;,11
i i i tones, Hig
i L us der a simple system with only two .
particular tone, Let us consi o sones, High
: de, a language spoken 1
H) and Low (L), such as that of Mende, en 1 ‘ .
ch ) Halle and Clements 1983). (59) gives some Mende 167(1;:3.;1 1terr15k;; 1113 ::3
‘ Is of each item (we follow the 7
the tones are marked on the vowe : :
convention of marking high tone with an acute accent () and low tone with

a grave accent ()):

(59 K Cwar
pElé  ‘house’
bélé ‘trousers’
pavé ‘money’
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I}l (59) we .see that each vowel has a single tonal specification, so that at first
sight we might assume that tone can be dealt with linearly jz;st like features
such as [nasal] in the SPE account. Things become more c’omplicateci h

ever, when we consider forms such as those in (60): e

(60} mbii  ‘owl
mbd  ‘rice’
rjdhd  ‘woman’

”{:hese fqrgxs display what are referred to as ‘contour tones’, i.e. falling tones
(") and r1smg tones (). Does this mean that we also have to recognise contour
tones as basic tonal types in Mende?

This question can be answered by considering what happens to the tonal

pattern of the various forms in (59) and (60)
when the i i
suffix -ma, meaning ‘on’ Y combine vl the

(61} a. kdma b. mbl-ma
péit-ma mba-ma
bélé-ma hjaha-ma
navé-mié

The .form.s i (61a) demoustrate that the suffix -ma has no independent tonal
specxf.icat;on.. Rather it acquires its tone by spreading of the tone which is
associated with the last vowel of the stem, as in (62):

ko-ma bele-ma

Thus a single tonal specification may be associated with more than one se
ment. But we can go further than this. Compare (61) with (59) and {60) \5
see that the tone of the suffix can differ from the final tone of the ste ‘ b .
only if the final tone of the stem when it occurs without a suffix is a ccr:;tout
tone,' Thus, if the final tone of the stem in isolation is a falling tone, the suﬁ‘i1 i
acc'iulre‘s a low tone, while the final tone of the stem changes into a ,high. tonex
as Is evidenced by [mbi) vs [mbama]. If the final tone is a rising tone t1 ’
the reverse holds {{mbd] vs {mbama}). Y
What does this phenomenon tell us about tonal representations? Amo
qther things, it suggests that contour tones are not independent b;ISiC n'g ’
ties, but, rather, are realisations of a sequence of twé tones {(H+L or Lfflg_

agsociated with a single vowel. Thus F 4] i
oL [mbt] and [mbi] might be repre-
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63 a. HL b L H
mbu mba

We have now uncovered a case in which a single segment is associated with
two tones, in addition to the cases given in (62), where & single tone is asso-
ciated to two segments. Thus the tonal specification appears to be independ-
ent of the segmental representation, as is further evidenced by the behaviour
of the forms in (61b). These forms not only confirm that contour tones are
sequences of simple tones, but also show that underlyingly the tones are not
associated with individual vowels, but are floating: they form part of the
fexical representation of the morpheme in question, but do not link up with
the vowels. Rather, the association of tones to vowels takes place in Mende
only after suffixation.

Before giving an account of how we derive the forms in (61b), let us
consider how the process of association operates. The general principle of

association is clearly that in (64):
(64) Associate tones to vowels

However, (64) can be seen as the result of a combination of three sub-
principles which ensure that the process of assoctation produces well-formed
surface representations, i.e. representations in which every tone is associated
with at least one vowel, and every vowel with at least one tone. These sub-
principles are given in (65) (cf. van der Hulst 1984):

(65) a. Mapping
Asscciate each tone with a vowel, working from left to right.

b, Spreading
If there are fewer tones than vowels, associate the final tone with

all remaining vowels.

c.  Dumping
If there are fewer vowels than tones, associate all remaining tones

with the finai vowel,

In the lght of these principles (which we have formutated here to account
for the Mende data only), we can derive various of the forms given above
as follows. (66a) shows the derivations of stems alone; (66b) of stems when
combined with a suffix. We indicate ‘new’ associations at cach stage with
- a dashed lne; existing associations at any stage aro indicated by a solid

line:
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(66) . L HL LHL
belg mbu njaha

mapping L HL LHL

beie mbu njaha

spreading L

__) \\h — r——
bele
durmping HEL LHL
- o < )
B NN
mbu njaha
[bele] [mibii] [njahi)
b, L HL LHL
belema mbuma njahama
mapping L HL LHL
- i \\-‘\ R

~ N

belema mbuma njahama

spreading L

iy e R PR [~
belema
dumping
— - ' — —
fbiigma) [mbiima] [njahama]

What (66) shows us is how Mende responds t0 a mismatch between the
number of tones and the number of vowels, or more correctly the number of
tone-bearing units (TBUs) in any word. The phonology of the language
demands that all tones are realised, and so, where there are more tones thfn
available TBUs, two tones must share a TBU. Equally, though, each TBU
must be realised with a tone; spreading ensures that any tonele;s. TBU can
share a tone with some other TBU. This means that a stem-final contour

tone is split into its two component tones when the toneless suffix -ma is
attached to the stem,
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However, not all tone languages allow contour tones. Goldsmith (1990;
20££.) considers a dialect of Mixtecan, a tone language of Mexico, which ‘has
the property of requiring each vowel to'have — maximally and minimally -
exactly one tone’. What happens in this kind “of language when there are
more tones than vowels?

Goldsmith illustrates this with the following three words (we use M as a
shorthand for Mid tone):

67 a. L H b, MM c. MMH

| | ||

suffi ‘child’ kee ‘goaway kee

This dialect of Mixtecan has High, Mid and Low tones, which are associated
on a one-to-one basis with the vowels, as shown in (67a, b). As we would
expect, when these two words are combined as in (68}, the associations be-
tween tones and vowels remains unchanged:

68y MM L H

R ,

kee suffi  ‘thechild will go away’

However, certain words, such as kee ‘eat’ in (67¢), ‘idiosyncratically have a
High tone suffixed to them which is not realized when the word is pro-
pounced in isolation, but which is realized when there is a following word for
it to associate to’. When this word combines with /suffi/, there are more tones
than vowels, i.e. TBUs:

(699 MMH I H

kee suffi ‘thechild will eat’

The final floating H tone of kee ‘eat’ displaces the L tone of /sufi/, which is
then left unassociated. Because, unlike Mende, the language does not permit
contour tones, this displaced L tone is simply not realised. Thus different
languages may respond to simiiar situations in rather different ways, depend-
ing on the phonological possibilities available to them.

Representations such as the ones we have been developing for tone capture
the insight that the phenomena considered are manifestations of a more
general property of speech, namely that segmental representations should

+ allow for overlapping. In other words, these phenomena suggest that we should

abandon what we might refer to as the strict segment hypothesis, embodied in
representations such as those in (53), and allow single segments to be linked
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to more than one value of the same feature, and also a single feature to be
associated with two segments.

This, then, is the central property of the theory of autosegmental phonology.
However, it is of course not the case that feature spreading is an unrestricted
process; rather, there are severe restrictions on the way in which features can
spread from one segment to another. To illustrate this point in a preliminary
way, we turn o the phenomenon of nasal spreading in English. In a word

such as pan, the vowel is generally phoneticaily nasalised, to give {p&n], as
represented in (70):

(70) [+nas]

+son +son
—CONS +cons

Here a single feature, [nasal], spreads to the precedin g vowel. However, spread-
ing is restricted, as is apparent if we consider words such as kiln, in which no
spreading can take place. A pronunciation such as {kiln], in which nasality
spreads across an intervening liquid, is not possible. If we assume for the
moment that the liquid is specified as [-nasall, this possibility is ruled out by
a basic principle of autosegmental phonology, which is usually referred to as
the no-crossing condition, formulated in (71) (see e.g. Goldsmith 1976 and,
for discussion, Hlammond 1988; Sagey 1988; Coleman 1998):

(1)  The no-crossing condition
Asscciation lines may not cross

The condition prevents segments sharing a feature specification if an interven-
ing segment has the opposite value for that feature. Thus in kiln, for example,

spreading is prevented because the two segments are not adjacent, as shown
in (72)

(72) * [~nasj [~nas][+nas]
e
k I 1 1t

The non-adjacency of the two segments means that the [+nasal] specification
for In/ would have to spread across the association line linking the nasality
node to the rest of the feature specification for /I/, thus violating {71).%!

It appears then that the fact that nasality does not spread across the lateral
in kiln is because spreading must be local, i.e. a feature can only spread to an

' We should note that this treatment of the no-crossing condition is grossty simplified, in that we have
rot yet introduced the notion of ‘underspecification (see §2.2).
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adjacent segment. But it is clearly not the case t}.xat sprezliding .proc?s;;s ;éz
necessarily local in this strict sense. For example, in our discussion o el ‘e
tone spreading above, we saw th_aft:,_g_.cl)nef:s, g?uid §prf:&d ijrom.one. \;‘owed o
another, ignoring intervening consonants. A very similar situation 1sk Om-ll ;
vowel harmony processes, such as the ATB F’larmony DrOCess qf Akan illus-
trated in (29). Again, consonants are ‘invisible’ to the spreading hadmflony
feature, so that the appropriate value of the feamrf? [ATR; can spread from
one vowel to another. Similar phenomena, involving various features, can
i d.

fﬁﬁ?@iﬁgi the claim that spreading is §oca1.is a Sf)und one. I?I(;wccan
we explain such phenomena, without abandoning this hypothesis? 8302;
sider a possible representation of the resuit of the ATR harmony proce

Akan:

(73 [+ATR]

-7

. .
’

/wibenum?/

We can maintain the hypothesis by assuming that the seg‘menlts which ;}t;r-
vene between the various vowels in {73} have no re?resentanon for | 11.
That is /bf and /n/ in (73) are ‘invisible’ to the spreading feature — the vowels,
j with respect to {ATR].
thi%eajz T;?C:: I;his stagepinvestigate the issue o.f the circum.stancgs under
which segments can lack specifications fo.r .part:cular featmes:.d OW?:;;
notice that this approach suggests that indm‘dual. features are indepen ‘
of each other in the sense that the node dominating a feftturf: (orhgrkclmi 'Z_
features) occupies its own tier, and leads to g representauonhm rf ich adj
cency on one tier need not correspond to a'djaf:ency or% another @;}. .
On the assumption that each node occupies ifs 0‘-.vn tier, we })r;m ’ e n oy
a representation of the English word‘ plank, fealzseci as‘ {pl:ng t]2 :.?eamres
displaying spreading processes involving the tiers occupied by C; eanres
[voice], [nasal] and [back] {we ignore all other features here, and rep

them simply by orthographic symbols):

4y [~nas] f-nas} [+nas) [-nas]
[-back] | [~back] | [~back] ["iili)ack]
e T I
[wvl)_i‘c_e:,}‘ o [+voice} [+voice] [~voice]
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This conception of phonological structure is notoriously difficult to repre-
sent on paper, as it is essentially three-dimensional, (75) is an attempt 5%
more o‘r less complete phonological representation of the English wo;;d :
/keeb/, in which no feature sharing is involved (as we have not yet develo Catd
a theory of the conditions under which segments can lack a speciﬁcationpf;

5 g 163 1 a
¢ ei} featUIE).

(75) Ik % b/

..................... root tier

............... place tier

categorial
o AT S R T A consonantal tier
.......... vowel tier
major class
et ..., - . :
il ERTE S SO0 iohl o I SR L | S [son} tier
el Sl o NER S A TN (1N Y R AN S [cons] tier
L U1 A Nt O N | N I I N 1 W fcont] tier
Lo [voice] tier
......... [ant] ter
........ [cor] tier
....[high] tier
..... flow} tier
. [back] tier
- [round] tier

In (75? we see that each tier consists of a set of nodes, Thus. on the ma;
class tier, we find three class nodes, one for each segment shojwin tha??ol;
segment has some specification for the features dominateﬁ’l by the Ela'o 1a )
gfcie.b()n the {sonf)rant] tier, we again find three specifications. Thege,rlfoisf
m:;;r Z’: : jazzt;:; relfl}j;; :«; or/‘k—/’,r given the fact that this is a content tier,
pather than < : » for /ik/ and /b/ we find the value -, and for /=/
(75)‘, then, shows both the independence of individual features and thei
grouping. It does not, however, show any examples of the phenomeno .
ha've been discussing, the overlapping of segments. It is, however clear?’lwe
this can be achieved, although, again, the representati,on of w};at is qu?;:
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a simple notion is difficult in terms of the kind of formalism proposed in
(75).

Let us consider again the phenomenon of assimilation of place of articula-
ton in forms such as camber, where the place of articulation of the nasal is
determined by that of the stop. As we demonstrated in (48), this state of
affairs can be analysed as involving the spreading of the place features of the
stop to the nasal, which has no independent place specification.” In terms of
the formalist in (75), this can be characterised as in (76), which shows the
underlying representation for the sequence /Nb/ (ie. nasal unspecified for
place of articulation followed by /b/), and in (77), the surface representation

for [mb] after spreading:”

{76) N b/

..................... root tier

............... place tier

L] U
consonantat tier

mannes ...

tier T A N A [son} tiex

[cons] tier

reeeeeno[c0RY] tier
....... fvoice} tier

fant] tier
[cor] tier

Tn {76) we find no place node for the nasal consonant. As a result of spread-
ing, however, we have an:

® i terms of a Prague School approach to phonrotogy (see Trubetzkey 1939), what we have here is a
case of neutralisation: an opposition which is found elsewhere in the language {e.g. frem/ vs fren vs
Iren/) is not found in a particular environment, as evidenced by (13. In this approach, appeal was also
made to a kind of underspecification: the segment ccourring jn 2 neutralisation envirenment was
referred to as an ‘archiphoneme’, Le. a phonological unit lacking those phonotogical properties neut-
ralised in the ervircnment in question, in this case the properties characterising place of articulation,
Thus the set of words in (1) would be sepresented in Prague School phonclogy as /keNbe/, /keNta/
and fkmNkof, where /N is the archiphoneme characterising a nagat consonant, without a specification
for plage of articulation, which is not distinctive in this environment. (For a discussion, see Lass 1984a:
ch. 3.) As we shall see in §2.2, the essence of this approach is contained in modern theories of
underspecification, although rather different terminelogy is used; notice that the term ‘archisegment’
rather than archiphoneme is commonly used.

3 We assume that nonedorsal consonants such as those in (76) and {77} lack features dominated by the

vowel pode in (75).
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an [ bl

..................... root tier

coremeen place tier

......... consonantal tier

mananer .

ger  JV b =1 ]V Hoee [son] tier
......... [cons] tier
......... [cont] tier

woen[VOicE] tier

......... [ant] tier
= e [cor] tier

As in (48), the spreading of the place node of /bf to the nasal ‘segrment’ is
denoted by the dashed line linking the root node of /m/ to the place node of
fbl. Notice that, by convention, if a node spreads in this way, all the nodes
which it dominates spread as well. In this case all the nodes characterising
place of articulation spread as a result of the spreading of the place node,
thus assigning Iabiality to the first of the two segments.

We see in (77) the consequences of abandoning the strict segment hypoth-
esis. Although in the cases of the other tiers in (77) we find two nodes, there
is only a single node on the place tier, and on all tiers dominated by it.

It is clear that the formalism used hete can be used to account for the
various other types of phenomena we have been considering. However, in
view of the excessive complexity of diagrams like (75)~(77), we shall hence-
forth simplify our representations, using instead sotiething rather more like
(74} to characterise the notion of segments being made up of independent
tiers, with the possibility of ‘node sharing’. The reader should be aware,
however, that these are merely shorthand representations for the fuller dia-
grams we have just introduced. Unless the hierarchical structure of the tiers is
at issue, then, we will make use of the simpler form of representation.

In this book, we will assume that the kind of feature geometry outlined
above is indeed appropriate for the representation of segmental structure,
but we will not consider in any detail the question of the exact nature of this
structure. In other words, we shall not consider at this point the question
of whether the particular structure in (42) or (43), which we have adopted in
the immediately preceding discussion, is appropriate, or whether some other
organisation of the features into groups is to be preferred. Rather, we now
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apply the model developed above to two processes which seem particularly
susceptible to an autosegmental treatment.

1.4.1 Old English i-umlaut . .
Oid English dispiays 2 number of morphophonemic allﬁemlatzons, resulting
from the operation of a sound-change known as Old English zwumlautl (OEI.U'),
which involves various vowel changes triggered by the presence of /if or /i/ in
a following syllable. These alternations are illustrated in (78), taken {rom

Lass and Anderson (1975: 117):

(78) Alternation

fusl [yl c¢ip  ‘known’ cS‘rb?m ‘nllake Rnown:
[4] [¥l burg  ‘eity’ byrig ‘f‘.lty (?AT $G)
fo:] ez (feiD dom  ‘judgement’ déman :Judge ’

[e] {e] ([eD ofost ‘haste’ efstan ‘hast’en

[as] [eed hal ‘whole’ hielan ihealg

fa] el mann  ‘man’ menn ‘men ,

[a] [=] faran ‘go’ frerst 20 {25G)

As will be seen from (78), by the Old English period most: otj the umlagted
forms (those in the second column) had lost the triggering envnonm.ent /1{ or
/il (but note byrig, which retains /if). However, whatever the p}.uiologwai
details of OFIU, and whether or not it forms part of the sy;.mhromc‘ pho.no}—
ogy of Old English, it is clear that we are dealing here with a (historical)
phonological process whereby, among other things, back V(‘;:\fels pecome front
under the influence of a high front vowel or approximant. Thu; {79) shows
the way in which some of the relevant forms underwent OEIU:

(79) ‘*eliptitan > FcypH+an > cfpan
know-CAUSE-INF i
*hal+i+an > Th&lH+an > h&lan
whole-CAUSE-INF
*far+ist > *fersist > ferst
20-28G

In terms of an autosegmental approach, it is clear that what we have }\Lere
is the spreading of an autosegment on the backness tier from the vowel of the
suffix. A suitable representation might be that in (80):

3 OEIU also affects low front vowels, as well as various diphthongs, but we igaore this here. -
¥ Note the use of * here to denote that we are dealing with a reconstructed, rather than an attested,

historical form.
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{80y [+back} [-back]
801 +so—n—u ] +son +son =501
+eons | | ~cons | | +eons| | ~cons | | +cons
b H T i g

There are various aspects of OEIU which differ from certain of the anto-
segmental processes which we have previously considered. In the first place,
notice that the spreading here is to 2 segment which apparently already bears
a value on the backness tier. The spreading value thus replaces the original
value, which must then be delinked (represented by the double bar through
the association line). The process thus appears to be feature-changing. No-
tice, too, that although the consonants bear no specifications on the backness
tier, so that they do not block spreading by violation of the no-crossing
condition, it might well be possible to argue that they are also affected by
spreading, as in cases where a phoneme may have either a [~back] or a
[+back] allophone (e.g. [¢] vs [x] in the case of final g in Old English), it is the
[-back] allophone which is found in the umlauted cases.

1.4.2  Vowel harmony in Turkish

We have just considered a phonological process of English which involves
two vowels showing agreement in the values for a particular feature, a situ-
ation which is naturally represented within a model incorporating the notion
of feature spreading. As we have seen with respect to the feature [ATR]
(81.3.3), however, there are even more spectacular examples of agreement of
this sort, in which, within a particular phonological ‘domain’ in a language
~ say the word - 2ll the vowels must have the same value for a particular
feature (or indeed for a number of features). These vowel harmony phe-
aomena have provided a fertile source of exemplification for proponents of
autosegmental phonology. For this reason, we consider here in a littie detail
one of the most familiar processes of vowel harmony, that found in Turkish.

Turkish has a system of cight distinctive vowels, which are classified on
phonological grounds into two height classes:*

(85 [-back] [+back]
[-round] [+rouad] [-round] [+round]
fHhigh] i y i u
[~high) e @ a o

** We ignore here the question of the precise phonetic realisation of the non-high series - we make no
claim as 1o the phonetic accuracy of the transcriptions used here,
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As shown in (82), all eight vowels can appear in monosyllabic stems, thus
implying that the eight-way contrast has phonemic status:

(82) ¢ift [¢ift] ‘couple’ e g
e [ye]  Ctheee’
ek [ek] Caffix’
kby [kaejl ‘village
kiz  [kiz] il
kurt [kuarf] ‘worm’
at fat] *horse’
son [son] ‘end’

]

In polysyllabic words, however, a number of restrictions hold. We give a
preliminary formulation of these restrictions as (83):

(83) a. All vowels must have the same value for the feature [back]. .
b, A high vowel must have the same value for [round] as the directly

preceding vowel (if any).

These requirements hold both in underived stems, i.e. .wgrds consisting of
single morphemes, and in derived words, i.e. words _consmtn}g of a stem and
a suffix (although there are many exceptional forms in und“enved woz.'ds). The
following examples (from van der Hulst and van de Weijer 1991) illustrate

some typical derived forms:

(84) ABSSG POSS SG ABS 3G POSS §G o
son sonu ‘end’ dere derest  ‘river
I 4 *
bor:  borusu ‘pipe’ at ati horse:-
H 4.
kaj kajy ‘village’ tat tadi taste
H e H 4
kurt  kurdu  ‘worm’ kiz kizi ‘gir]
titki titkisi  fox’ kap kabi ‘container’
H »
inek inei ‘cow’ yty ytysy  ‘iron

We should notice that Turkish is an agglutinative language, which typioai'ly
forms words by adding one or more suffixes to the stem. Thu§ the words in
(84) consist of a stems morpheme, which can either occur on its ov?fn as the
absolutive singular form (e.g. boru), or be followed by a possessw.e sgﬁ"zx
{(which, because of the harmony rules, may have any one of the realisations
iytua]” o ‘

The requirement in (83a) represents the typical situation for vo?vel harmony:
all vowels within some domain (the word, in this case} agree ?wth .respect o
some feature ([back], in this case). It is clear that this kind of situation can be

¥ Notice that other segments in the stem morpheme may be affected by the suffixation process ~ this
need not concern us here,
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characterised by the autosegmental mechanism we have been developing,
although we should notice that (83a) represents a different state of affairs
from OE i-umlaut, in that it does not seem to involve spreading from one
vowel to another; rather, all the vowels within the domain of the harmony
process seem to have the same value for the feature in guestion,

(83b) is a more complicated restriction, which differs from (83a) in two
ways. Firstly, the restriction concerns only a subclass of the vowels, the high
vowels, and secondly, it has a directional aspect, which is not found in (83a).

The additional set of paradigras in (85) show the effect of (83b): non-high
vowels do not display rounding harmony:

(85) ABSSG ABLSG  ABSPL  pOss PL

son sondan  sonlar  sonlari  ‘end’
bore  borudan borular borular ‘pipe’
kai kejden  kejler  kejleri village'
kurt kurttan  kurtlar kustla  ‘worm’
tilki tilkiden  tilkiler tilkileri  “fox’
ek inekten  inekler inelkleri ‘cow’
dere deredenn  dersler dereleri  ‘river’

at attan atlar atiari ‘horse’
tat tattan tatlar  tatlard  ‘taste’
kiz kizdan  kizlar  kizlari ‘gD’

kap kaptan  kaplar kaplari  ‘container’
¥ty ytyden  vtyler  yiyleri  ‘jron’

(where [den, dan] - or [ten, tan] - are the realisations of the ablative mor-
pheme, {ler, lar] those of the plural morpheme, and, as above, [i, i] two of the
realisations of the possessive morpheme).

Low vowels, then, need not be in rounding harmony with other vowels, as
shown by the ablative singular and absolutive plurai forms of son [son] ‘end’,
where a back rounded vowel is followed by a low unrounded vowel, and by
the same forms for kéy [kesi] ‘village’, where front vowels are involved,

The restrictions on rounding harmony can be derived from a more general
constraint;

(88) The vowels fof and /&/ only occur in initial syliables (i.e. low vowels are
never [+round] except in initial syllables),

Let us now turn to the directional aspect of rounding harmony. Considera-
tion of the possessive plural forms in (85) shows that a vowel takes its value
for {round] from the immediately preceding vowel, rather than from the first
one. Consider ditiler {ytyler], the plural form of it ‘iron’. The plural mor-
pheme contains a low vowel, which is therefore unrounded, even though the
vowels of i yty] are rounded (cf, (86)). The singular possessive form is
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titdisii [ytysy], with the possessive morpheme being realised as [y] - because it
is a high vowel, it undergoes rounding harmony. However, the plural posse_s-
sive form is dtiiferi [ytyleri]. Here the possessive morpheme is realised as [i,
i.e. the vowel is unrounded. This is cleatly because the immediately preceding
vowel — the vowel of the plural morpheme — is unrounded, and so the vowel
of the possessive morpheme harmonises in the expected way. ‘

Thus the rounding of a high vowel cannot spread across a following low
(and therefore unrounded) vowel. As we have already seen, then, harmc?ny
statements apply to adjacent vowels. More precisely, in this case rounding
harmony only applies to segments which are adjacent on the roundness tier,

The harmony processes of Turkish mean that the full set of vowel con-
trasts need only be specified on initial vowels. In non-initial syllables we only
find a contrast between [+high] and [~high], with the values of the features
{round] and {back] being determined by spreading from the initial syllable to
non-initial syilables.

Many autosegmental treatments of Turkish vowel harmony propose [‘.ha_kt,
lexically, the features [back] and [round] are floating, i.e. they are not lexic-
ally associated to a particular vowel. In order to derive the correct surface
forms, we need two association rules and one condition; given in (87):

{87y a. Associate [back] and [round] to the first vowel (initiat associa.tion),
b. Associate [back] and [round] to the remaining vowels (spreading).
¢. [+round] may not associate to non-initial non-high vowels

(condition on target vowel).

Consider now the following derivation of the form borular: [borulari]:
{88)  [+round]
b [~high] r [+high] ~ | [~high] r — [+high] —

[+back]

f+round]

'

b {“h;gh] r [+high] ~ 1 [~high] r - [+high] -
{+back]

{+round]

b [~high] r”fé’h}gh] -1 [high) 1 - [+high]

[+baél:cj
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Observe that the impossibility of {tround] spreading to the low vowel
of the plural suffix also blocks its spreading to the possessive suffix. Further-
more, in order to derive the surface representations, we must assume that
all vowels not specified for [round] are automatically assigned the value
[~round].

1.5 Summary

This chapter has been concerned with phonological segments, in particular
their internal structure. We have shown that segments are not the basic atoms
of phonological structure; much of §1.2 dealt with the evidence for postu-
lating units smaller than the segment. These units, commonly referred to as
features, are the true atoms of segmental structure, and are primarily motiv-
ated by the way in which particular groups of segments recurrently pattern
together as natural classes in phonological generalisations (i.e. constraints
and processes), generally as a result of some shared phonetic property, which
in turn provides the basis for the definition of the relevant feature. For ex-
ample, the vowels /u o o/ in some language may function as a natural class
on the basis of the shared phonetic property of lip-rounding, thus leading us
to postulate a feature {round] in our model of representation. The simple
enumeration of sets of segments would leave unexplained why these sets
of segments form natural classes and why certain changes occur in certain
environments,

In §1.3 we discussed a set of features that can be motivated on the basis of
various weli-known constraints and processes, starting with major class and
manner features and then proceeding with vocalic features and consonantal
features, respectively. It has not been our intention to suggest that this is
the only possible set of features; indeed, we have considered a number of
alternatives for features characterising particular phonetic and phonological
dimensions. In the domain of vowel features, for example, we proposed that
different features may be nccessary for several closely related dimensions
(height, tongue root position and tenseness). Our discussion of consonantal
features included surveys of systems based on place of articulation as well
as those based on the active articulator. Nonetheless, the features which we
have discussed (or close equivalents) are encountered in most models of seg-
mental representation, and as such provide a general grounding in feature
theory. At the end of §1.3, we introduced the idea that the groups that we
identified in our survey of features may themselves form part of the segmental
structure, which thereby becomes a hierarchical structure, often represented
as a tree. This allows rules and constraints to refer not only to the features
themselves but also to organisational nodes dominating one or more features,

50

1.6 Further reading

In §1.4 we showed that in some circumstances an individual feature may
simultaneously be assigned to more than one segment. In other words, fea-
tures are to some extent independent of the notion of segment itself; a single
feature may have as its domain a consonant cluster, a syllable or even a
complete word. The fact that the consonants in an English nasal + stop
cluster such as [mp] or [nk] necessarily have the same place of articulation, for
example, suggests that the two segments involved have only a single feature
characterising the place of articulation. We introduced this antosegmental
approach to the characterisation of assimilation and harmony processes by
looking at tonal phenomena, and illustrated it further with several examples
involving umlaut and vowel harmony, in the course of which we also exam-
ined some of the principles that govern the association between features and
scgments. In the following chapter, we will show that our concept of the
phonological feature will have to be substantially refined to take account of
the full range of phonological processes which we encounter in language; in
addition, we will consider the formal nature of features in rather more detail
than here.

1.6 Further reading \

This chapter has been concerned with the phonological segment and its
internal organisation in terms of features. The transcription system of the IPA
(see Appendix) reflects a view of phonology in which segment-sized units are
the central units in phonological analysis. In this view phonological proper-
ties are primarily properties of segments, not of larger units such as syllables.

The view that segments consist of smaller phonological units (§1.2) origin-
ates with the work of Trubetzkoy (1939), who proposes to group segments
according to the distinctive oppositions in which they participate. Jakobson
et al. (1951) and Jakobson and Halle (1956) formalise the notion in terms of
binary distinctive features (§1.3). See also Ladefoged (1980), Halle (1983). In
SPE we find a modified system and an emphasis on articulatory definitions.
Hyman (1975) and Baltaxe (1978) contain extensive discussion of the binary
tradition, and Keating (1988a) provides an overview. See also Jakobson and
Waugh (1979) for a study of features in a somewhat wider context. Kaye
{1989: ch. 2} discusses the distributional motivation for grouping segments
into natural classes. Within the theory of articulatory phonology, an approach
which we have not considered here, Browman and Goldstein (1986, 1989,
1992) comsider the basic uniis of phonology to be ‘articulatory gestures’,
rather than features. See also Clements (1992).

Major class features (§1.3.1) are discussed in Selkirk (1984b), Anderson and

Ewen (1987), McCarthy (1988), Clements (1990}, van der Hulst and Ewen
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(1991), Kaisse (1992) and Hume and Odden (1995). Manner features include
features for voicing (cf. also below) and continuancy (Davis 1989), for the
distinctive properties of liquids (Spencer 1985; Lindau 1985; Walsh Dickey
1997) and for nasality (see Anderson 1976 and the papers in Ferguson et ol
1975 and Huffman and Krakow 1993). The latter property has received a
great deal of attention, particularly in the context of harmony processes; of.
Herbert (1986) and Cohn (1990, 1993), Piggott (1988), Piggott and van der
Hulst (1997). Vowel features (§1.3.2) are discussed in Lindau (1978), Wood
(1982), Fischer-Jorgensen (1983), van der Hulst {1988), Clements (1989) and
Odden (1991). Clements (1991) addresses the issue of vowel height and re-
lated dimensions, which he proposes to capture in terms of a single aperture
dimension. See also Goad (1993). The discussion on this dimension {and on
vowel features in general) often centres around the proper treatment of a
large variety of vowel harmony systems; cf. the papers in Vago (1980), as well
as van der Hulst (1988) and van der Hulst and van de Weijer (1995). There is
extensive literature on ATR harmony systems (81.3.3); see, e.g., Archangeli
and Pulleyblank (1994). The four articulator-based features (§1.3.4) pro-
posed by McCarthy (1988) characterising the major places of articulation
(flabial], fcoronal), [dorsal], [radical]) have also been adopted in the descrip-
tion of vowels (Sagey 1986; see also Hume 1992, Clements and Hume 1993).
The status of coronals has been an issue of some debate; see for example the
papers in Paradis and Prunet (1991), as well as Lahiri and Blumstein {1984),
McCarthy and Taub (1992) and Hall (1997). For discussion of other conso-
nantal features, see Hayward and Hayward {1989), Ladefoged and Maddieson
(1989), Trigo (1991), McCarthy (1994), Ni Chiosain (1994) and Rice (1995).
On proposals for a feature [grave], see Hyman (1973), Vago (1976) and Odden
(1978). There is  farge amount of literature on the concept of grouping fea-
tures into some kind of hierarchical structure (§1.3.5). Den Dikken and van
der Hulst (1988) and McCarthy (1988) discuss a wide variety of proposals in
this area (see also Odden 1991; Halle 1995; Puileyblank 1993). Developments
of the concept of grouping proposed in dependency phonology are discussed
in van der Hulst (1995).

All discussion of features depends either on the analysis of phonolog-
ical processes or on the reliability of information on segment inventories.
With respect to the latter, Maddieson (1984) and Ladefoged and Maddieson
(1996) are extremely valuable. The former study contains inventories of
over 400 languages, and separate chapters dealing with the various classes of
segments (e.g. vowels, liquids, etc.). The latter contains a wealth of informa-
tion on potential contrasting properties of speech sounds. See also Crothers
(1978).
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In §1.4 we introduced the model of autosegmental phonology. This ap-
proach can be traced back to a theory which we have not considered in this
chapter, that of the Firthian school-of prosodic analysis (sce e.g. Firth 1948
and the other papers in Palmer 1970; also Langendoen 1968), which is essen-
tially non-segmental in approach. See the series of papers by Goldsmith
(1992), Ogden and Local (1994) and Goldsmith (1994) for a discussion of the
refationship between autosegmental phonology and prosodic analysis. Firthian
phonology has also been combined with work in declarative phonology (Ogden
1999, see also Coleman 1998). An alternative model of ‘non-segmental’ phonol-
ogy is offered by Griffen (1976). Analyses of the formal properties of autoseg-
mental phonology are offered by Bird (1995; see also Goldsmith 1997), Kornai
(1995) and Scobbie (1997).

For work on tone, see the papers in Fromkin (1978), as well as Maddieson
(1978). The study of tonal phenomena has been of crucial importance for
the development of autosegmental phonology; see the studies in Clements
and Goldsmith (1984) and van der Hulst and Snider (1993). Tone features,
because of their relationship to laryngeal features, are often discussed together
with features for phonation (voicing types), leading to groposals for a unified
set of laryngeal features for tonal contrasts and phonation contrasts. See Bao
{1990}, Duanmu (1990), Odden (1995} and Yip (1995) for further studies on tone.

On airstream mechanisms, see Catford (1977) for a description, and
Ladefoged (1971), Lass (1984a), Ladefoged and Traill (1994) on possible
feature systems.

Old English i-umlaut {§1.4.1) has been the subject of numerous diachronic
and synchronic studies; see e.g. Lass and Anderson (1975), Hogg (1992a, b).
For Turkish vowe] harmony (§1.4.2), see Clements and Sezer (1982) and van
der Hulst and van de Weijer (1991).

General overviews of non-linear phonology are given by van der Hulst and
Smith (1982a, 1983), Goldsmith (1990) and many of the articles in Goldsmith
(1995). A historical overview of some of the developments in non-linear
phonology from the mid-eighties up to the mid-nineties can be found in van
der Hulst and van de Weijer (1995).

For studies dealing with the structure of the segment in refation to pho-
nological acquisition, see Vihman (1978), Levelt (1994), Stoel-Gammon and
Stemberger (1994) and Rice and Avery (1997).

The structure of the segment in the phonology of sign languages is con-
sidered by Liddell and Johnson (1989), Sandler (1989), van der Hulst (1993)
and Brentari {1999).
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