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1 Introduction
In this chapter | will review the idea of represegt'phonological segments’ in terms of
elementsi.e. unary building blocks which form the ultireatonstituents of phonological
structure. | will then defend a specific varianttbis approach. Presently, unary primes
are much less controversial than when the ideafingtsproposed as an alternative to
binary features (cf. Sanders 1972, Anderson an@sld®74) having been promoted
within mainstream generative phonology by a numbér prominent researchers
(Goldsmith 1985, 1987; Sagey 1986; Clements 198221 Lombardi 1991; Steriade
1995; McCarthy 2004). Nonetheless, various appremcthat have pursued this line of
research for over three decades have fallen outdide ‘mainstream’ and remain
controversial, if at all acknowledged beyond a tfaxie reference’. However, this chapter
will not be an exhaustive overview of the variousisties of unary feature theory that
are on the markétl will instead discuss two specific issues in EemnTheory, which
relate to whether a fourth element is needed intiaddo the ‘core’ elements |l|, |U| and
|A]. This issue arises in two different ways. Ire@roposal, a fourth element is added
which is essentially an opponent counterpart to TAlis is the |I| (ATR’) element

proposed in Kaye, Lowenstamm and Vergnaud (198%),the [J| element proposed in

L For more information, | refer the reader to dekkgin and van der Hulst (1988) as well as Backlé&i (2
2012) and van der Hulst (in prep. b).



Radical cv Phonology (see section 3). The latteoyr adopts a central principle (called
The Opponent Principle) which demands that unagnehts come in binary pairs. | refer
to the first proposal as the 3/4 problem (I,U,A \ELA, ¥00). A different way in which
the issue of adding a fourth element comes in ¢ fof proposals that either add a
‘colorless’ elements|, called the centrality element (Anderson and EW@87), or that
split up the element |U| in two elements (one backness'ui| and one for ‘roundness’
|)). | refer to both of these proposals as the (B+p2oblem (A+l,U vs. either A+l,UJ,
or A+l, w, w).? In this case, the Opponent Principle of RcvP atitisagainstincreasing
the number of elements. RcvP thus ends up with éements, forming two opponent
pairs (color or place elements: #dnd aperture elements:[A). In addition to these four
elements, RcvP also comprises two laryngeal oppgaiements, |H| and |L|, which cover
a range of distinctions in the domain of tone artbmation. Various versions of
Government Phonology contain similarly named eldsjeiut there are different
proposals for how these accommodate tone and pbardistinctions. In this article | do
not discuss these laryngeal elements; see van dst {do appear a, in prep c) for their
use in RcvP.

A discussion of element theory in a volume abolbbrmlogical segments is
justified because elements, unlike distinctivedead, are autonomous phonological units
that have ‘independent occurrence’. In this seredements aresimplex segments
whereas phonemes that contain multiple elements caraplex segmentsGiven

independent occurrence, elements cannot be equwatedbinary) features which are

2 Kaye, Lowenstamm and Vergnaud (1985) also hachan@xtra element, called the ‘cold vowel’, which
shares some properties with the centrality elernédinderson and Ewen (1987); see den Dikken and van
der Hulst (1988) for discussion. This element waterl abandoned and central vowels came to be
represented as colorless or in terms of empty &kglesitions.

3 A similar ‘two place’ model is proposed in Rice@b).



attributes of phonological segments. Elements are not atetuut rather primitive
objects that can occur alone or in combinations ®sue of independent occurrence
warrants more discussion since with reference igngeal elements, this would have to
include the idea of independent occurrence ondhalttier as autosegments. For reasons

of space, | must refer the reader to van der Hirgtrep. b and c).

2 A very brief history of element theory (ET)

The idea that ‘speech sounds’ can be viewed agybmmposed out of smaller units
(although not necessarily with stand-alone occuwegns very old indeed and long
predates the binary feature proposals of modeth @htury phonology. Many early
works describe the articulatory mechanisms thatedmdspeech (from Panini to much
later writers in the 18 century and beyond), recognizing that individys¢éech sounds
result from an orchestrated collaboration of vasioarticulatory actors and their
movements (see Fromkin and Ladefoged 1981). A reahée early discussion of such
units can be found in Erasmus Darwin (1803) whoppsed a small set afnary
‘elements’in terms of which, in his view, all human speeohrals could be represented.
Jumping ahead to the 2@entury, it is noteworthy that Hockett (1955) atsmsiders the
use ofunary building blocks. In perhaps the most important kvon phonology ever
written, Trubetzkoy (1939) doa®t propose a set of building blocks as such, although
the notion of feature is certainly implied in hiscaunt of phonological oppositions,
given his use of the term ‘merkmal’ for propert@ssounds. One of his classifications
involves privative, equipollent and gradual opposis, which, if translated into later

paradigms, would correlate with unary, binary andiltivalued features. While

4 As reported in Ohala (2004).



Trubetzkoy’s three-way distinction suggests threed& of features, it was Roman
Jakobson, who, influenced by the developing fididndormation Theory captured all
three types of oppositions in termstohary featuresThis proposal, via Jakobson, Fant
and Halle (1952) and Jakobson and Halle (1956 ddts way into the theory proposed
in Chomsky and Halle (1968). Element theory carséen as an attempt to capture all
oppositions in terms of privative primesModern instances of a hybrid approach, as
implied by Trubetzkoy's classification of opposi& can be found in approaches that
combine the use of binary and unary features (Galtis1985 and virtually all work in
Feature Geometrye.g. Sagey 1986; Clements 1992; McCarthy 1988).

An isolated non-hybrid approach is Sanders (19W2) proposed a ‘simplex
feature hypothesis’. Then, Anderson and Jones (1974heir ‘Three theses concerning
phonological representations’, launched a new reblegrogram for generative
phonology. The first thesis, which was would giigerto Dependency Phonology (DP),
was that all phonological relations are asymmetreflecting a head-dependent
relationship® The second thesis entailed the ussugfrasegmentatonstituency (syllable
structure, ‘feet’ to capture stress, and beyondie Third thesis embodied the idea of
intrasegmental constituency, or unary elements, organized in & ofe gesture$
(equivalent to the class nodes of Feature Geomets/per the first thesis, both supra-
and intrasegmental structure were said to be gedeby head-dependency relations.

Anderson and Ewen (1987) offer a full-blown artatidn of this DP program which,

5 Proposals have also been made to generalize valltied features; see Williamson (1977) and
Gnanadesikan (1997).

6 John Anderson in much subsequent work has shoatagymmetry is a characteristic af linguistic
structure; see especially Anderson (2011) for darestve (three-volume) review of his work in phamy,
morphology and syntax.

" The term ‘gesture’ as equivalent to ‘class nodainfortunate. The term ‘gesture’ as used in Alditory
Phonology (Browman and Goldstein 1996) is rathesivedent to the unary elements (called componeants i
DP) themselves.



meanwhile, had only attracted a small followingorrthe beginning, DP, like Firth’'s
earlier prosodic approach (Firth 1948), failed t® #&cknowledged outside of Great
Britain and, more narrowly, within developmentsgienerative phonology in the United
States, even though two of its central theses é&sa@gmental structure, including feet,
and intrasegmental ‘geometry’) later emerged asy verfluential independent
developments in mainstream Generative Phonologth¢ut any recognition of C#p
The third thesis (unary primes), as mentioned atige 1, has emerged more recently in
varieties of Feature Geometry, again without irdéign of DP result8.

The core set of unary elements, proposed in DRorimed by the ‘color’ or
‘place’ elements |I|, |U|, and the ‘aperture’ corisrity’ element, |A1° This tripartite
division was certainly implied in Jakobson’s workho regarded color and sonority as
the two primary axes for vowel systems (JakobsaHLi®68). The ‘names’ (i.e. ‘A, ‘I
etc.) of these elements finds its origin in thet that, as phonological primes, they were
first motivated in early DP work for vowels, butpi the start, the claim was that these
elements generalize over both vowels and consakafiteese same three elements show
up as ‘particles’ inParticle Phonology(Schane 1984, 1995). A crucial difference

between DP’s use of the three primes and Scharseticle theory is that in DP the

8 The use of dependency structure among syllablesp@sent stress was later proposed in Libermdn an
Prince (1977), giving rise to metrical phonologyeTuse of groupings of elements within segments;iwh
was discussed in van der Hulst and Smith (198&fiqures the class node idea of Feature Geometry
proposed in Clements (1985) and Sagey (1986).

9 As is shown in Den Dikken and van der Hulst (1988 four unary ‘major articulator’ feature of Fea
Geormetry ([labial], [coronal] and [pharyngeal]) @y similar to the unary elements |U, |, A), witle
fourth articulator [dorsal], shared usage with fibtelement (whethes|, |v], 41| orl]).

10 Donegan (1978) also recognizes palatality, latyiafcolor properties), and retraction (a sonority
property) as the three basic vowel ingredientsshilituses binary features in the formal represgomaof
segments and processes or rules.

11 This recaptured the original claim of JakobsomtRand Halle (1952) who also proposed a unifiecb$et
features for consonants and vowels. Chomsky ante H8968) adopted largely distinct feature sets for
these two major categories. Clements (1992) thea edcaptured the idea of a unified set within the
Feature Geometry approach, capturing, without reitiog, the unified approach of DP.



relative ‘prominence’ of a prime is expressed irm of its role as either a head or a
dependent in the relevant class node in the seginginticture, whereas Schane uses an
additive model in which, for example, ‘more palatality’ expressed by multiple
occurrences of the patrticle [l|.

Meanwhile, DP’s core properties had been re-invceimteéGovernment Phonology
(GP; Kaye, Lowenstamm and Vergnaud 1985, 189@hich, while itself hardly
acknowledging DP, was (and is) equally ignored nmainstream’ phonology. Kaye,
Lowenstamm and Vergnaud (1985) present a modeltaisegmental structure which is
essentially like that of DP; the notion ‘governmastsimply the inverse of the notion
‘dependency’. Relative prominence of elements igressed, as in DP, in terms of a
notion of headednes$3.GP did not, however, adopt the notion of groupdfigelements
within the segmental structure; see den Dikken and varHdkst 1988 for a detailed
comparison of both models. Both DP and GP themwdhice additional elements. The DP
inventory proposed in Anderson and Ewen (1987) empdseing quite rich and there has
been very little development after this seminalljmalion with one exception (discussed
in section 3%* The element inventory of GP on the other hand esn subject to
numerous modifications, eventually leading to asemsus among GP proponents to use
a mere six elements (Kaye 2000; see Backley 20012;2van der Hulst in prep b for

detailed discussions):

2 first learned about this proposal from a preaton by Jean-Roger Vergnaud GLOW workshop in Paris
in 1982.

13 For intrasegmental structure (Kaye, Lowenstamm ¥edgnaud 1985) use the terms ‘kernel’ and
‘operator’ instead of ‘head’ and ‘dependent’. Alsm early idea that elements are feature bundléshwh
account for their phonetic interpretation as statwhe units and in combination with other elemems
later abandoned.

4 Anderson (2011, volume Il provides Anderson’s afed of Dependency Phonology, including a
discussion of RcvP.



(1) a. Al 1l U]

b. ¢l [HI L

Backley (2011) presents a particular version of tBielement theory with many
examples and motivations. He demonstrates how ldgraeats in (1a) can be used to
characterize ‘plain’ vowels as well as place-prtipsrof consonants. The elements in
(1b) come into play when vowels have nasality, igaal/phonation properties and tonal
properties and to characterize laryngeal/phonai@hmanner properties of consonants.
The richness of phonetic coverage of each elenme(it)iis due to the fact that
elements can be heads or dependents: a strucitfeakdce with implications for the
phonetic interpretation of the elements. As poirdadin detail in van der Hulst (2010),
approaches that use dependency (or governmentreape set of phonetic differences
that can play a distinctive role in languages imteof a set of primes that is significantly
smaller than the set of features in binary feathemories. This is, firstly, because each
element has two interpretations, depending onaks as either head or dependent. A
second cause results from the fact that elememisrgkze over vowels and consonants.
As a consequence, element theory formally unitesnetic distinctions for which
traditional theories must use independent pairfeatures, such as$on] and fvoice],
[tround] and flabial], [thigh] and EATR], [thigh tone] and £ stiff vocal cords] etc.
This eliminates the need for arbitrary rules thigttes implications such as [+son]
[+voice]. In a dependency-based element theoryetisean affinity between voicing and
sonority because both are interpretations of timeesalement (see Anderson and Ewen

1987; van der Hulst 1995, in prep. ¢ for specifigsjiditionally, using unary primes



renders superfluous the attempts of ‘Radical unmmification’ theorists (Archangeli
1984, Kiparsky 1982) to capture the universal asgtnyrbetween the active and inactive
poles of phonetic dimensions. For example, fordimension of lip posture phonology
only acknowledged rounding as active. This is cagatun a unary approach by adopting
the unary element |U|, while binary theories musfude an ad hoc statement that
declares [-round] to be a ‘default valde'.

Whereas the use of the three elements in (lapmatd in GP and DP, to add
only those in (1b) is characteristic of the GP apph; DP has equivalents to these
elements (with somewhat different uses) but addsraéother elements to the inventory.
In (2), following Backley (2011), | provide the @arpretations of these three elements,

although for present purposes | have omitted sostaild®

(2) Head Dependent
[?] glottal stricture stricture in the oral cavity
[H| voicelessness, aspiration frication

vowels high tone
L] voicing nasality

vowels low tone

With these six elements, Backley describes numepmndrastive segment types and

processes, claiming that the system is sufficientépresenting all phonetic distinctions

15 Kaye (1988) demonstrates that the unary approlactld always be explored first, since, unlike bynar
approaches, it can actually be falsified.

16 | describe Backley’s system in more detail in van Hulst (in prep. b) where | compare it to my own
system, which | discuss in section 3.



that are needed to capture what is traditionallledgphonemic contrast in the world’s
languages’ Each possible phonemic segment is described mstef a (possibly null)
set of elements. One noteworthy aspect of his mapshared with other version of GP)
is that element expressions mayhsadlessvhich means that no element is the head of
the expression. For example, an expression comgisfithe elements |A| and || can take
three forms: _|A 1|, |A_ 1|, |A 1| (where underliningdicates headedness). The use of
headless expressions is almost equivalent to Dé&tiexpressions in which there is so-
calledmutual dependencyAll I|, |A=l|, |[A<= || (in this notation, the dependent is at the
point of the arrow). The only difference betweeasthtwo mechanisms is that the notion
of mutual dependency can not apply to a single efgmwhereas headlessness does. In
that sense, headlessness is a more powerful dénacemutual dependency. In my own
approach, described in section 3, both headlesessipns and mutual dependency are
rejected.

Summarizing, hallmarks of both DP and GP have bleemse of (a) unary primes
and (b) an asymmetric relation of dependency/gawerni. Additionally, all primes were
always meant to generalize over properties of caasts and vowels. Both aspects allow
an array of related phonetic interpretations farheprime. A difference between DP and
GP is that DP proposes an intrasegmental groudinigeoelements in terms of gestures

a.k.a. class nodes.

3 Radical CV Phonology

7 Implicit here is the claim that phonological thgdioes not need to supply vocabulary to expresslddt
phonetic properties that play no distinctive raighie languages of the world.



3.1 Basic principles

In my own work on phonological primes, | have depeld an approach which takes its
initial inspiration from DP (van der Hulst 1988al993, 1994ab, 1995, 1996, 2000ab,
2005, 2012a, in prep c). Like DP, | use intrasegadagrouping of elements. However, |

deviate from the specific grouping proposal in Arsd@ and Ewen (1987). In van der
Hulst (2005), following Clements (1985), | adopé thiew that each segment maximally
has a tripartite structure consisting of thdasses the Laryngeal, Manner, and Place
class, the latter two being subclasses of the slgss;Suprdaryngeal. In van der Hulst

(to appear a and in prep c), | elaborate this fiitgastructure as in figure 1. Within each
class, we find two subclasses that | cithensions(adopting this term from Avery and

Idsardi 2001%), and each dimension contains two elements (whiderrieg to their

articulatory correlates, we could cgistured:*®

Supralaryngeal superclass
laryngeal manner place classe
o] o] o] 0 00 subclasses (dimensions)

[COV| [COV] |CxV] |COV| |CxV||COV| elements (gestures)

Figure 1 The ‘geometry’ of phonemes in Radical cv Phonology

8 Avery and Idsardi (2001) propose a theory of femtuwvhich also introduces the notion of antagamisti
pairs, referring to Sherrington (1947) who claintleat muscles are organized in antagonistic pairgheir
theory (unlike in RcvP) members of a pair cannathbloe active in a single segment nor can both be
distinctive in a single language. For a comparisbthis theory, called Dimension Theory, to Rcvirefer

to van der Hulst (in prep.).

19 The RcvP geometry has an ‘X-bar'-like organizatibnvan der Hulst (in prep. c), | speculate thas t
particular organization, which appears to be shamstdieen (pre-merge versions of) syntax and phgmyolo
in which heads can have two type of dependentsnfdements’ and ‘specifiers’) is perhaps not acdiden



Note that | distinguish between head dimensionsn{dated by a vertical line) and
dependent dimensions. The internal combinatory emegs of head and dependent
dimensions are not the same. Dependent dimensionaot allow combinations of
elements at all (indicated by TG/|'); | return to RcvP-combinatorics below in more
detail. The various labels for the classes arectmvenience only, having no formal
status in RcvP. Each unit in the structure can &fned in purely formal terms. The
elements |C| and |V| are also strictly formal units mentioned, | assume that the
limitation of the set of elements to two units pé@nension can be seen as resulting from
a basic principle of categorization, called T®pponent Principlé® Assuming that each
subclass in Figure 1 correlates with a ‘phonetimatision’, |C| and |V| correlate with
maximally opposed phonetic categories within sudmaension. This, however, does not
entail that phonemfé contrast that refers to a given dimension musexgressed in
terms of |Cjersus|V|. A strictly minimal way of representing cordtavill make use of
the zero option. Thus, contrast for a given dimamsian be expressed in terms of |C|
versus zero or |V| versus zero; of course one éxbat a choice between these two
options comes with empirical consequences. For plgnn the tonal dimension, either

[V| (low tone) or |C| (high tone) may behave astierked’ option with the other option

20 A guestion that could be asked is why the Oppoeintciple (or an extended version of it) does not
enforce four phonetic spaces rather than threéscuds this matter in van der Hulst (in prep. cemehl
consider alternative segmental structures. It ieeworthy that Anderson and Ewen (1987) and other
proponents of DP did propose four gestures; seeldiken and van der Hulst (1988) for a review. In
Figure 1, | use the terms ‘place’ for ‘color elertgmnd ‘manner’ for aperture or sonority elemeiitsese
labels, which | use here interchangeably, haveheoretical status since each class node has aeuniqu
structural definition.

21 Since | use the term ‘phonological’ as comprisiagh the study of contrastive or distinctive uritshe
cognitive level and of phonetic categories (as aslthe relation between them), | will refer to kel of
cognitive (‘symbolic’ or ‘formal’) representatiors ‘phonemic’.



being a ‘default?? While the elements are strictly substance-freeitvg units, they do
correlate with phonetic events ( or phonetic categd. In fact, we can think of elements
as (subconscious) cognitive concepts that correldte phonetic events/categories. The
relation between formal units such as elementspaiodetic events is referred to by terms
like ‘phonetic interpretation’ or ‘phonetic implem@tion’. Naturally, since the elements
|C| and |V| occur in all six dimensions, these el# correlate with a wide variety of
phonetic interpretations. In (3), | indicate sonigh@se interpretations for the three head

dimensions, mostly in very rough articulatory terms

3) |V]-elements |C|-elements
|Place: V| = labiality |Place: C| = palatality
[Manner: V| = continuant, lateral [Manner: C| a{oontinuant, nasal
|Lar: V| = voicing/spread, L tone |Lar: C| = fefglottal, H tone

The exact phonetic interpretation of the elemestslé@pendent not only on (a) which
dimension they occur in, but also (b) on theiruads head or dependent within the
dimension (see below) and (c) whether they occw syllabic C-position (‘onset’) or a
syllabic V-position (‘rnyme’§.

In each dimension, then, the two elements formam@tagonistic pair which is
enforced by The Opponent Principle. The membermioh a pair correlate with opposite

extremes within a certain ‘phonetic dimension’. 3&etwo members must have

22 This is reminiscent of Radical Underspecificatidreory and, indeed, there are a few cases, eslydnial
the laryngeal class, in which elements theory tsesopponent elements that correspond to the useeof
plus and minus of a binary feature suchzddh tone] or fvoice]; see van der Hulst, to appear a.

23 | must refer to van der Hulst (in prep. c) forRavP account of syllable structure and of the segme
syllable connection (see van der Hulst 1996) foearhy account.



independent statusecause, unlike the values of binary featuresg; tam sometimes be
combined (and then enter in head-dependency re&tior ease of use, in many cases, |
will adopt the mnemonic elemenamesdrawn from other element theories. Specifically,
| will use element names of Dependency and Govenhigonology, such as |A, U, L,

I, H|. | do this to avoid cumbersome (although maoeurate) expressions such as
‘|Place: V|' (= ‘|U|) (where the term ‘place’ isstnorthand for a structural position in the

segmental structure):

4) |V|[-elements |C|-elements

|Place: V| = |U]| |Place: C| = |l
[Manner: V| = |A] |Place: C|E||

|Lar: V| = [L| |[Lar C| = |H]|

In comparing RcvP to other feature theories, | wllo sometimes use labels such as
[round], [ATR] etc. Where it is relevant to remittte reader of the C- or V-nature of an
element, | will write ‘V/U’ or ‘V/[round].

As mentioned, in some dimensions, elements cam ertecombinations where
each combination is maximally binary. This is ireded in Figure 1 by ‘|&V/|.
Specifically, this is needed in the head dimensiminslanner and Place. However, this
level of complexity is not required in the Laryngjeaad dimension (see van der Hulst, to
appear a). In addition, none of thependentimensions require combinations of |C| and
[V|; this is indicated by ‘|QV|. The fact that combinations are allowed in head

dimensions but not in dependent dimensions is ardlestance of a head-dependent



asymmetry. While dependents can never be more e&ntphn heads, heads typically
allow greater complexity than dependents (Dresher and van ddstHi998; Harris

1990). Thus, the Manner and Place class allowdheaing 12 structures:

(5) Head dimension Head dimension+dependent dimension
C C+C C+V
CcVv Cv+C CV+V
VC VC+C VC+V
\Y V+C V+V

Note that we admit that the absence of a dependieménsion specification can be
contrastive with the presence of a dependent spattdn (which can be either C or V).
The option of having structures tHatk a head dimension element, which would create
two additional possibilities[{+C, [O+V), is simply not available as part of the RcvP
syntax (because dependents cannot be more conmaleheads). As a result, elements in
dependent nodes can only be present if there éeanent in corresponding head noéks.
As indicated in (5), the four-way distinction inetfirst column regards the combinations
of elements within the head dimension. The secomd third columns represent a

combination of each of these four options and dament in the dependent dimension.

24 The idea thawithin a class the head dimension elements must be activatedrébefie get to the
dependent elements is analogous to the fact thatwel systems, the manner class (more specifidtsly
head dimension which accounts for aperture) musadiazated before we get to the place dimension
elements. It has been shown in typological studfesowel systems that a minimal system would udg on
manner (i.e. aperture), leading to a so-calledical vowel systerfound in some Northwest Caucasian
languages (Kabardian, Adyghe); see Lass (1984)reTlee no vowel systems that only use place
distinctions. This further motivates the head-satd the manner class (which expresses aperture for
vowels and stricture for consonants).



The full array of structural possibilities in (5 only exploited in the manner class (for
both consonant and vowels) and in the place é¢tassonsonantsfor vowels, apparently,
we do not need the dependent place dimensiong8seel¢w)?® The laryngeal class is the
most limited class in that element combinations exeluded in both the head and the
dependent dimension. As | show in van der Hulstafipear a) the laryngeal class only

needs the following subset of optioHis:

(6) C Cc+C C+V

\% V+C V+V

In this chapter, | cannot justify the required sERcvP-structures, and | must refer the
reader to van der Hulst (in prep.c) for a full egiion.

The possibility of combining elements within aaledimension can be seen as
one way of capturing the fact that some phoneticetlisions can give rise to more than
two contrastive options, forming a 4-way scale. Thmbination of elements can be seen
as an instance aecursion asan element can be said to contain an instanceeaif ifor

of the antagonistic element:

25 This correlates with the fact that universallyrth@re many more consonant distinctions than vowel
distinctions, which correlates with the greateertiiat consonants play in lexical phonemic contrisis
asymmetry is paradoxical since vowels are headyltzbles.

26 Both laryngeal and place are dependent classésthbuplace class is included in the super class,
supralaryngeal. Thus, the fact that the place a#lesvs more structures than the laryngeal claserise
more, an example of an expected head-dependentastyyn

27 Salting (2005) proposes a model, ‘the nested gigter model’, which also represents phonological
categories in terms of a double split. He apples tio vowel height and place categories and dguthe
parallels of his model to RcvP.



(7) a.

Head manner dimension

/\

|

/\/\

Al
b A
Ci. high
Cil. stop

Ol Al i

high-mid low-mid  low (vowels)
affricate fricative fricag  (obstruents)

(mellow) (strident)

This being so, | will follow the practice in Depaanty and Government phonology in

which the left- and right-hand options in struct@sa) are simply written as |A| ard] |

rather than as_|A,A| and[],00?®. The combination of elements within a dimension

captures the discrete scale-like character of aetite option within a phonetic

dimension and results in a fixed limit on the nembf categories (up to four). In (7c), |

indicate, in rough terms, the interpretation of tber manner categories for vowels and

obstruents respectively. The distinction betweers¢hmajor categories of phonemes is

made in terms of syllable structure positions (gae der Hulst 1996, in prep. c). One

28 See van der Hulst (in prep. c) for further discoissf this point.



might ask why this recursive split of phonemic gatges halts after one loop. | surmise
that this is due to the fact that a further coroesjing subdivision of phonetic spaces
would create problems for the auditory detectiomhef distinctions between the resulting
categories.

A reduction of the set of elements to just two edats, |C| and |V|, is possible
because each dimension contains exactly two elam&his allows us to say that the
element labels |A|, |U|, |L| etc., because theyrogoder structurally different nodes, are
paradigmatically speaking in complementary distidiy and thus can be reduced to one
and the same element, viz. |V|. The same holdXfofl|, and |H|, which can be reduced
to |C|. Complementary distribution is a familiaitenion that is used to reduce allophones
to phonemes (where allophones are in complemerdestyibution in a syntagmatic
sense). However, the same criterion can be appbe@lements, provided that the
elements that we reduce to either |C| or |V| haweething in common. Commonality,
known asphonetic similarity again is a criterion for grouping allophones undae
phoneme. In the case of elements, the commonalityait |A|, |U| and |L| represent vowel-
or rhyme-oriented choices, and so reduce to |VileH|, ||, and |H| represent consonant-
or onset-oriented choices, and reduce to |C| (atijnchoice of labels is merely for
convenience). It is important to note that |C| §ijd despite their respective onset and
rhyme bias, can occur both onset and rhyme positions. For example, in theneahead
dimension, |A| is a vowel-oriented element becangbe syllable nucleus (i.e., the head
of the rhyme), this element is the preferred (urkedy optimal) choice, denoting maximal
openness and sonority. On the other hdngdis| a consonant-oriented element, because it

is preferred in the syllable onset, where it dematesure and hence minimal sonority.



Backley (2011) observes that his six GP elements) f@antagonistic pairs’ --
much as in RcvP (a model that he refers to in gtkeares in his book) although his model
provides no formal basis for any such groupingsasiting the dimension class nodes. In
RcvP, on the other hand, antagonistic (or opporgnot)ping forms a pivotal and formal
part of the theory since it expresses the ideapghanology is based on contrast.

In summary, given the anatomy of the human speepparatus, RcvP
acknowledges classes within which contrast canxpeessed. Within these classes, the
Opponent Principle enforces an equipollent contbettveen two elements that can be
multiplied within head dimensions by two using degency relations, leading to a
maximal four-way scale. The possibility of addinga dependent dimension allows for a
limited set of further distinctions.

In a sense, RcvP can be understood as a meta-thaorphonological
features/elements. The Opponent Principle and Xhear’ architecture of the phoneme
give predict a limited set of features/elements, tha | show in detail in van der Hulst (in
prep c), that conforms to a number of empiricallgllvmotivated partial feature theories

in the domains of tone, phonation, place and manner

3.2 Vowels
Ignoring the laryngeal elements (for phonation,atias and tonal properties), the place
and manner elements of RcvP characterize vowets 26t categories, which roughly

correspond to following IPA symbol#’:

29 Where different IPA-symbols are placed within mg cell, the claim is that the corresponding mtizn
differences do not occur contrastively in any leaggt Needless to say, the proper placement of wowel
specific languages in cells cannot depend on wimak &f IPA symbols we use for them, but rather loa t
way in which these vowels function in the phonotadi system (systems of contrasts, phonotactic



(8)

s

Lil

g ===

hart
f

We arrive at this table as follows. As mentiondg tull array of place options is only

used for consonants; for vowels we only need thectire in (9a). For manner, vowels

(and consonants) use the full array of structur®)nhere repeated in (9b):

(9)

Vowel Place options

C C+C—C+V
CV GV+c— CVW+V
VC MC+C—VC+V

\% V+C— =+

Vowel Manner options

(+C = nasal cavity; +V = pharyngeal cavity, i.evadced)

CHANGE TO (+C = pharyngeal cavity, i.e. advanced;=nasal cavity)

distribution, and rules). The chart in (8) deviagtightly from that in van der Hulst (2012a). | diss
alternatives in van der Hulst (to appear c).



C C+C C+V

CVv CV+C CV+V
VC VC+C VC+V
V V+C V+V

By combining the manner and place options, we all@astructures. | have added one
row for high advanced vowels that are distinguisfrech high non-advanced vowels by
having a dependent dimension specificatioj?{

We must bear in mind that in RcvP, headednessatedyper dimensionAlso, |
remind the reader that, unlike in GP, dimensionresgions cannot be hdesls nor does
RcvP acknowledge the DP option of mutual dependembg rejection of headless or
mutually dependent expressions constitutes a nakji@rence between RcvP and DP or
GP. All three approaches, however, allow the nptiam (but only in the absence of a
dependent§! This last point raises an important issue. Bywveilhg a 5-way distinction
along the place axis (including the placeless optizve de facto admit that the absence of
a dependent place specification can be contrasiitrethe presence of a dependent place
specification. We have observed in section 3.1 th& is also true at the level of
dimensions (see 5). In other words, to charactedeetral vowels as placeless is

unproblematic.

30 The expression of ATR in terms of a dependent dsimn element]| allows a second structure for the
three lower rows in (8). | discuss the use of thasectures in van der Hulst (in prep c) where ligua
argue that such additional structures, while fotynalailable, are excluded by a constraint thaskhe
dependent]| for segments that contain |A|.

31 This is why a vowel can only be mannerless whealsit is placeless. This delivers the empty vowel,
often realized as a ‘schwa’.



In closing this section, | return to the point tredements have a variety of
phonetic interpretations. The following table maki@s explicit by focusing on the fact
that the articulatory properties of the elemengs) be unified in acoustic terms, i.e. in

terms of their effect on formant properties:

(20) Dual interpretations of elements for vowel struetur
Head Dependent Both
H (Char) high register high tone raisirnrg
L (Viar) low register low tone lowering,
O (Cman ATR-Closed Open Lowering &
A (Vman | RTR-Open Closed Raising bf
I (Cplacd Front-Spread Spread Raisingrof
U (Vpiacd | Back-Round Round Lowering 6

The laryngeal elements, |[H| and |L|, determinduhdamental frequency ¢fFcorrelating
with pitch level) of vowels, allowing for tonal disctions®? The elements]| and |A|
determine the relative size of the pharyngeal gavhich has consequences for the oral
cavity. [J], by advancing the tongue root, increases the ypgeal cavity and
consequently decreases the oral cavity. This lowerJhis effect can b@honetically
enhancedy closed jaw position. The element |A|, by retracthe tongue root, does the
opposite and thus raises. FOpen jaw position enhances the effect of |A|. Thkr

elements |l| and |U| bear on the length of the cawity in front of the oral stricture,

%2 For the laryngeal elements, RcvP acknowledgesdik@inction between register and tone proper
proposed in Yip (1980).



which is longer for back vowels that have lower lEHp rounding increases the length of

this oral ‘tube’, which is why lip rounding is said enhance backness by lowering F

further. Given this view of the duality of elementge can say that in dependent position,
elements activate tlenhancingnechanisms onl§?

In this section | have discussed the basic ardhitecof RcvP with specific
reference to place and manner elements of voweésh¥¥e seen that the inventory of
elements reflects a cognitive principle of categaion (the Opponent Principle), which
promotes a binary polar contrast within each phordmension. This principle captures
the core foundation of phonology which is to achi¢tve optimal expression obntrast
Given that there are three classes of elementgnfleal, manner, and place), each
capturing two dimensions that allow for only twemlents, all contrast can be expressed
in terms of two unary elements. Interestingly, slearch for phonological primes ends up
with one binary pair of unary elements rather than with an arbitrasydif binary or, for

that matter, unary features.

4 The 3/4 problem
When comparing the two models (current GP and Rawi®) might conclude that there is
very little difference (here, for the sake of comgan, using the ‘convenient’ element

labels that have no official status in RcvP):

(11)

| RCVP | GP |

33 For the notion of enhancement see Stevens andeK¢€}889, 2010) and Stevens, Keyser and Kawasaki
(1986). In van der Hulst (to appear a) | argue ftadnologicalenhancement results from adding an
element in a dependent dimension that is identicie head element.



Manner |A [O A ?
Place U
Laryngeal| L H L H

However, there are some substantial differencels wgard to the interpretations of the
six elements in their various head and dependdas.r&eferring to van der Hulst (in
prep.c) for an extensive comparison, | will briefibdcus on the elements||and ).

In RcvP, the element]), like p| in GP, represents non-continuancy in consonants,
this same element represents ATR (and vowel heightpwels only in RcvP (see 8). The
element?| is not so used in GP.danbe used for vowels, but then it denotes a phopator
property like laryngealization or glottalisatioro,$1ow does GP represent ATR?

Interestingly, Kaye, Lowenstamm and Vergnaud (1986posed a fourth element
(KD, which, like my [[J], was meant to express ‘ATR’, but this elementi¢iwrhad the
arbitrary restriction that it could only be used a$ead) was later abandoned, being
replaced precisely by the mechanism that RcvP kesided, namely a contrast between
being headed (implying [ATR]) and being headlesscall this contrastive use of
headednes¥ For example, in current GP (including Backley’s120version), the
difference between /i/ and Is that the former vowel has a headed element [i&. while
the latter is non-headed |l|. One might concludé ot much is at stake here (a trade-off
between an extra element or allowing headless sgjes). However, it should be clear
that the extra element]]} is ‘predicted’ by the ‘contrastive logic’ (i.¢he Opponent
Principle) of RcvP: each dimension contains twagahistic elements. Thus, therrist

be a counterpart to |A| in the manner dimensiongerGthat this is so, a possibility

34 See also Ritter (1997) for a proposal to extensl ke of contrastive headedness to consonantal
expressions.



presents itself to avoid headless expressions,hwaie at odds with the foundational
assumption of a ‘pure’ dependency approach thally combinationsof units are
characterized by an asymmetric relationship of ddpacy. From this ‘first principle,’ it
follows that neither headless expression (nor esgio@s showing ‘mutual dependency’)
should be considered.

Although all versions of element theory containngats in addition to the core
set |[IUA|, it could be argued that RcvP (as dmginal GP theory) puts forward a
fundamental change of the element approach. Cleadljitional elements are needed for
distinctive properties involving nasality, tone,opiation, and perhaps for various types of
consonantal stricture. However, the additionldf s a counterpart to |A|, just for basic
vowels, presents a complication of the core setchvderived much of its appeal from
giving a straightforward explanation for the ‘trgqaddar nature’ of the majority of vowel
systems that, generally, show less vowel contragtte lower regions of the vowel space
than in the upper region. This being said, everdighot confine itself to the basic IUA-
set when more complex vowel systems were consideénethct, Anderson and Ewen
(1987) add both an ATR-element and a ‘centralitigneent to their system, whereas
Kaye, Lowenstamm and Vergnaud (1985), as showmtaddheir-l| element, as well as
a special element called the ‘cold vowel’ which reldasome characteristics with DP’s
centrality element.

In the next section, | will suggest that there amefact, reasons for supporting a
triangular element system, but that there are masons for supporting a quadrangular
system. The ‘pressure’ for ‘3’ comes, as | will sharom properties of the human

articulatory apparatus, which, when considering dkiailable muscular activities of the



tongue, suggest three constriction loci. | will éathis claim on the work by the
phoneticians Sidney Wood and Ken Stevens. The ymedsr ‘4’, on the other hand,
comes from a cognitive force that | have called TUpponent Principle, which captures
the idea that the phonetic resources for speecltaegorized in a system of opponent
elements that correlate with maximally disperseduatic events. My claim is that this
cognitive force, which provides a raison d’étre faronology as being distinct from
phonetics, is responsible for ‘creating’ the foustament (namely]|) which functions as
the counterpart to |A|. As | will argue, the elemn, in need of an articulatory basis,
either draws on the same articulatory resources dls underlie the element |I| or

correlates with the overall tenseness of the ddimn.

5 Wood'’s system of articulatory features

The phonetician Sidney Wood (e.g., Wood 1979, 198290) recognizes four
constriction locations for vowels, three of whiale sgaken to be basic and thus deserving
of their own distinctive feature. | summarize Wa®diews on constrictions locations in

the following table, IPA-symbols, features, andcattory and/or acoustic correlates:

(12)
Constriction | Muscle Vowels Features Phonetic effects
locations activity
Palatal genioglossal | [i-g, y-ce] [palatal] -widens  the lower
activity pharynx
-raises the tongue body
Palato-velar | styloglossal | [u, w, u] [velar] -draws tongue towar(
nasopharynx




genioglossus [palatal] -widens lower pharyn
(F1 below 350Hz)
palatoglossal - locates palate-velar
constriction precisely
- F2 beyond 1250
toward 1500

Pharyngo- | styloglossal [0], [2],[¥] | [velar]

velar (i.e.

Uvular) superior [pharyngeal] | - F2 about 800 Hz for
pharyngeal rounded [0]-like vowels
constrictors

Pharyngeal hyoglossal [a], [a], [#] | [pharyngeal] | -narrow lower

pharynx
and/or superior -raises F1 beyond 600
and middle Hz
pharyngeal
constrictors
activity
Wood also proposes two additional featutes:
(13) a. [open] refers to lower mandible position

b. [tense] refers to:
(1) increased activity in the lingual musculatuge the
bunched tongue position ([i,e,u,0] vse[u,2]),
(i) more laryngeal depression, and;
(i) increased labial activity for rounded vowd]ls,0] vs.

[u,]

The four constriction loci correspond with the @olling vowels (among others; see 12,

third column):

35 It would seem obvious that Wood also needs to neizegthe feature [round], although he does not
mention this feature in the sources that | condulte



(14) [i] [u]
- [o]
[a]

The ‘missing’ [e] type vowel would result from comimg the ‘[i] constriction’ with an
open jaw position.

As indicated in the table in (12), Wood proposlesee phonological features
which are very similar to the AlU elements. (Aspgwnts out, this three-way distinction
is already known from old Indian linguistic tradiis.) Each feature correlates with a

separate muscle group:
(15) Palatal : genioglossus (~ |l])
Velar: styloglossus  (~ |U])

Pharyngeal: hyoglossus (= |A|)

The following drawing® shows the three major muscle bundles:

36 Sourcehttp://en.wikipedia.org/wiki/GenioglossuBrom Gray's Anatomy (40edition, page 1129).




(16) genioglossus styloglossus hyoglossus

I conclude that Wood'’s theory supports the triangulJA system from a muscular-

articulatory point of view.

One point of difference, however, is that in Woaoslystem, high non-front vowels

are specified as [+palatal]. This is where theaspondence between his feature [palatal]

and the element |I| breaks down:

(17) lil Iul lel
Pharyngeal - - -
Palatal + + -
Velar - + -

(18) il lel

lo/

lo/

lal

lal



However, we can adopt the view point that the el@m&| does indeed draw on
genioglossal activity. This in itself explains tbiten observed affinity between |l and |U|
(cf. Ewen and van der Hulst 1988). Thus, rathen fivking elements to muscular activity
in a one-to-one fashion, | suggest that both [ jaH draw on the genioglossal activity;
the former more so than the latter. In a senss, abiivity characterizes the place node
itself3” That elements can draw on more than one muscdiiaitg is shown by the fact
that Wood makes reference to the genioglossuipalatoglossal activity (which elevates
the posterior part of the tongue) for his featyralgtal] when it characterizes high non-
front vowels ([uy,wt]). Also, as shown in (12), the feature [pharunpéad. element [A|)
also draws on different muscular activities (i.g/oglossal activity and pharyngeal
constrictors). It would seem though that each fe#élement corresponds to a primary
muscle group but can also draw on a secondary §r&up

An obvious criticism of triangular systems has alsvdbeen that there is no
feature/element that captures the natural classgbf vowels?® Nor does this set express
the property of ATR (or ‘tense’), which is why Dda GP added an ATR element

(which GP later, as we have discussed, replaceccdmtrastive headedness). The

37 See Ewen and van der Hulst (1988) who proposthihkeer order’ element |Y| dominates both |I| dud |

to capture this point.

38 One might say that here we seem to be dealingavitkad-dependency and an enhancing phenomenon
at the muscular level, i.e. below the level of etais.

3% See Halle (1983) for another account of the compiglation between features and articulatory
mechanisms.

40 This is why Ewen and van der Hulst (1988) propdbecextra element |Y|, which dominated |I| and |U|



muscular bundle that could be held responsibleafimancing the tongue, and thus raising
it, is the genioglossus, which is already held oesjble for creating a palatal
constriction?! A crucial point is that RcvP, given its desigmforcesa fourth element
which can capturEloiheighiand ATR. Beyond thaalyses ofifieightiand ATR vowel
harmony systems support the need for this elenseetan der Hulst 2012abc, to appear
and, especially, in prep a). The important questtonow how one can motivate this

fourth element in terms of its articulatory mectsamiand corresponding acoustic effects?

We must first bear in mind that the fourth elemea occur in both the head manner
component and in the dependent manner componemtgare 1). When this element
occurs in the head aperture component its inteapioet can best be described in terms of
vowel height or aperture.

WiHSHIGCeufRgNRREIepeRteRMAanRSHeOMPE n g gest that there are, in

fact, two ways in which the fourth element can be phondtiaglounded and that these
two ways might reflect a pattern of variation amdagguages that appears to be real.
Ewen and van der Hulst (2001) point out that laggsaseem to be complementary in
using either a tense/lax (or peripheral/centrajidiction or a [+ATR]/[-ATR] distinction

in their vowel system. Here | propose that thedéemint phonetic mechanisms are
complementary (in the sense that no language wgb¥lecausdhey are manifestations
of the same element, namely} pnd, moreover, that the ambiguity in the phosaticthis
element is caused by the fact that it is not grednish its own unique primary muscle

group and must therefore draw either on a musaepthat is active as the primary

41 That there is a close affinity between advancedjte root and palatality is shown, for example, in
Turkana vowel harmony where the palatal glide fjfluces [+ATR] on neighboring vowels; see
Dimmendaal (1983) and van der Hulst and Smith ().986



group for another elements or on the additionalngtio dimension of overall muscle
tension.

To begin with the latter option, the most obviouicalatory correlate of the
fourth element(]|, from the view point of Wood’s theory, would bestfeature [Tense].
In that case,[]| would correlate with increased overall musculetivity (relative to
specified constriction) and some additional prapsri{see 13b). So, even though the
phonetic reality of the feature [tense] has bedleadanto question (Fischer-Jgrgensen
and Jgrgensen 1969), | accept Wood'’s finding thextet is, in fact, an observable set of
articulatory correlates for this feature/elemertte Tormer option for the fourth element
|d| leads to what has been called [Advanced Tonguet]Rwhich has often been
proposed as a substitute for [tenag]a phonological primeln this casel]| draws on the
genioglossus which is also the primary muscletierdlement [l|. It is noteworthy that the
element [I| (and Wood'’s feature [palatal]) coredatvith a tongue maneuver that causes
both a palatal constrictioand an advancement of the tongue root. My proposat er
that thephoneticproperties [ATR] and [tense] are both possiblenpitetations of the

element(])|.

In conclusion, my suggestion is that the fourthnelat [ESHIIOCCUISIIRNINe

depeRteRNapeHUEIeomponcnt) either draws onatime phonetic substance that forms

the basis for the element |l| or captures the pgimpeoperty of tense which acts as an

‘operator’ on all constriction&

42 This means that in some way | was on the rightktrahen | suggested in van der Hulst (1988a) that
‘front’ and ‘ATR’ are phonetic manifestations oftlelement |l.



(29) Genioglossus Styologlossus hyoglossus

IPlace:C UPIace:V DMan:C AMan:V

l

Tense

Summarizing, my suggestion is that the binary aaiegtion of phonetic dimensions that
underlies the architecture of RcvP is rooted inognditive principle: the Opponent

Principle. Given the biological availability of oarticulatory mechanisms, discrepancies
may arise between the demands of cognitive systmdsthe anatomy on which these

systems are ‘superimposed’. | have suggesteddkad, result, the cognitive categary |

(ESNGeeuENRNReNte P ERERNEPEHUIENEOMpe mmat)s on two types of phonetic
substances -- one of which involves ‘double dippifiichiniSISameclcmenocuts in
the head aperture component, its interpretationbezs be described in terms of vowel
height or aperture (in which case many descriptieiisalso often use the term pair
‘tense/lax).

6 Articulatory and acoustic correlates of elements



Wood’s theory of features is based on articulatorgchanisms. In parallel with his
theory, Ken Stevens (Stevens 1972) developed arythaloout a specific nonlinear
relation between articulatory mechanisms and aeoa#ects which shows that the latter
can be relatively insensitive to small changes @ntain constriction areas (see also
Stevens and Keyser 2010). The theory is cafjedntal, because when small changes
along an articulatory area pass a certain threstia@k is a clear acoustic effect which
corresponds with a feature change (or feature v&taeage). In terms of constriction loci
in the vocal tract, Stevens’ quantal areas cormedpxactly to Wood’s three features:
[palatal], [velar] and [pharyngeal]. Given Wood’spécit account of these three loci in
terms of muscle groups, it would seem that a qliaitact emerges when a different
muscle group is activated or becomes ‘dominant’wtuld seem that there is a
straightforward correlation between articulatorycimenism and stable acoustic effects.

In GP (as well as in DP), it is usually claimedttthe three elements, |I|, |U| and
|Al, correlate with acoustic images in the mindamiguage users. Backley (2011) places
articulatory correlatesutsidethe grammar. This viewpoint can be traced badRdman
Jakobson’s idea that since the acoustic aspegqtesch is shared by speaker and hearer
(existing ‘in between them’ so to speak), acoustsst have primacy over articulation.
An additional argument that is often made is thit@ation is highly variable and that
speakers can reach the desired acoustic targetdfeénent ways even when having ‘a

mouth full of marbles*® But the issue remains controversial since congsnah

43 See Harris and Lindsey (1995). These authorssalggest that acoustics must have primacy because in
acquisition, perception occurs before productioowever, this fact does not necessarily entail bizdties

do not know the correlation between acoustic evantb articulation, a correlation that they ‘praeti;

their babbling stage. The motor theory of speechgmion implies that this practice can perhapsbel-
internal (given mirror neurons) and even happenitidividuals who grow up understanding language,
while never producing it.



different places of articulation can hardly be smdhave invariant acoustic properties,
given that their identity is revealed by formanoperties of following vowels (e.g., see
Delattre, Liberman and Cooper 1962). While acknogieg that speakers can adapt
articulations in special circumstances to reach gmustic goals, Taylor (20060 argues,
convincingly in my mind, that phonemes must be assed with specific articulatory

plans, which, perhaps more for consonants thandaels, represent what is constant in
phonetic events that cannot be easily unified ims$eof their acoustic properties. In the
so-calledmotor theory of speech perceptifnberman and Mattingly 1985) it is even

claimed that we perceive acoustic events in terms@or representations that cause
such acoustic events. This view that has been riaed) with theories about mirror

neurons (Fowler and Galantucci 2002). To resoleedibate about whether articulation
or psycho-acoustics is primary, | suggest that,levhil phonemes are represented in
terms of elements that correspond to both an datmty plan and an acoustic image, the
dominance of these two aspects differs for vowals @onsonants (yet another instance

of a head-dependency relation):

(20) Vowels Consonants
Acoustic image Articulatory plan
Articulatory plan Acoustic image

After all, in vowels, the articulatory plan is neearily ‘vaguer’ because the actual target

of articulation cannot be contacted. In consonamsthe other hand acoustic properties



are less clearly identifiable (especially for obstits), which suggests that for these types
of segments, the articulatory plan must be theyurgffactor.

I conclude that there is no need to ban artiootafrom the grammar, but rather
that both acoustics and articulation form necesgaagts of the interpretation (i.e.
‘meaning’) of phonological elements. Whether phanetterpretation forms part of the
phonological grammar is largely a terminologicaus. While the computational aspect
of phonology need only make reference to structaras element, and thus not to the
phonetic correlates of either, a full account obpdlogy must also include how the
formal phonological expression correlate with tmedoiction and the perception system

(see van der Hulst, to appear c).

7 The 2/3 problem

| now turn to another controversy where RcvP takesand that also directly follows
from the Opponent Principle. In various versionsetgdment theory, there have been
certain problems surrounding the element |U|. Iijjrét has been claimed that |[U| can
only occur in one combination with |I| (essentidédgding to removing dependency as a
necessary relation in the combination of these @lements). A second idea, sometimes
connected to the first one, has been to add a hewveat, which in DP is called the
centrality elements| (an ‘anti-color’ element), to represent centrataunded vowels.
Thirdly, it has been proposed to replace the elénfigh by two elements: one for
backness and one for roundness. | will first disciire restriction on |I,U| combinations

and argue that this restriction is not only theoedy arbitrary, but also undesirable



empirically. The second and third idea have in cammhat an extra element is added to
the color class, which leads to three color elesémt two color elements and one ‘anti-
color element). This goes against the RcvP prerthisé each dimension contains only
two elements, which is why this section is saidddress a ‘2/3 problem’. With regard to
the ‘3/4 problem’, as we have seen, RcvP must aithep®d’ choice (giving us 2 elements

in the manner and place dimensions). In the 2/8lpm, RcvP must adopt the ‘2’ choice

to maintain the claim that the place dimensionstaion2 elements. | will discuss the

various proposals mentioned above in turn.

Anderson and Ewen (1987: 275) propose to add araepshe elementb||
"centrality” or "non-peripherality”. The reason fibis lies in the following. Although the
system of DP would in principle allow for two comhtions of |I| and |U|, with either one
or the other as the head, Anderson and Ewen (18By:&ate that “in virtually all
languages, we find at each height maximally onenssg containing both [i| and |ul; in
other words, dependency relationships holding betwi and |u| are not requiréd® In
their discussion of the representation of centrdlack unrounded vowels, Anderson and
Ewen, reluctant to represent such vowels as ca®il@n option the reserve for the schwa
vowel [9]), propose to add a centrality elemesijt [This element, as either a head or
dependent in combinations with |U|, allows Anderand Ewen to represent both central
unrounded vowels and central rounded vowels (seseson and Ewen 1987 : 224-228
for details).

In the RcvP system, different combinations ofnif §J|, which are an undeniable

theoretical option, are used to account for nomfr@central) rounded vowels (often

44 Anderson and Ewen’s notation for element names sis®@ll case letters.
45 GP also rejected two possible combinations oteenent |I| and |U].



calledinroundedvowels), whereas central vowels are representedlagess; see (8). In
the RcvP system, there is thus no ‘ban’ on allowing possible combinations for the
color elements. Firstly, such a ban is theoretycall hoc, and secondly, the statement
that no language requires both combinations (IU lah)dat a given height is incorrect if
there are languages that, in addition to a frombunded vowel and a back rounded
vowel, have two additional rounded vowels, callednded and inrounded. A case in
point is Swedish, which has a well-known contrasiveen [u] and{u] (see Riad 2013).
Anderson and Ewen do not deny that inrounded voweeist, but they choose to
represent them in terms of the combinatiasn. |Given a choice between adding an extra
element and allowing two combinations for |l| abifl jt seems obvious that there is
insufficient ground for adopting the centrality mient®

Next, | will discuss the idea to replace |U| by twew elements. In various
versions of element theory, the dual charactetp{dapturing backness and roundness,
just like the feature specification [+grave] in dakon, Fant and Halle 1962 or the feature
[peripheral] in Rice 1995) has been called intostioa. A number of phonologists,
notably Lass (1984: 278ff), Rennison (1990: 18telR (1997: 346) and Scheer (2004
47ff), have argued that these two aspects of |Ouldhin fact be given independent
status, thus splitting up |U| into two elementggha Lass’ symbolsid ("labiality” or
"roundness"”) andui| ("velarity" or "high backness"). These variousthaus have
provided different motivations for this proposads responds to an earlier version of the
DP (in Ewen 1980) where central or back unroundedels would be represented as

colorless, which he finds unsatisfactory becaudethe other classes have positively

46 Granted, the difference between inrounded anduontted vowels is typologically rare.



specified content” (Lass 1984: 278). His proposatés him to stipulate that the element
|w] can only occur as a dependent.

As Scheer (2004 47ff) points out, an importantuangnt in this debate regards
the characterization of velar consonants. Operatimgler the common DP/GP
assumption that consonants and vowels share the satof elements, we need to deal
with the fact that in consonantal place, labiaktyd velarity are clearly independently
needed properties, which seems to require the elsnig and qu|. Additionally, as
Scheer shows, velars induce an [u] allomorph inc@zaecative formation, [i] occurring
after palatal consonants, whereas labials and desédect the default choice ofu].
Space limitations prevent me from discussing theFRaccount of consonantal place (see
van der Hulst, in prep. c¢). In (21), | provide tttearacterization of places in terms of the

place elements for non-continuant obstruents:

(21) Consonantal place (stops)
1 U Placeless Ul U
04 It/ Icl 2/ K/ Ip/

The phonetic interpretation of the |U| as a hedgdresve] or [peripheral], shared by velars
and labials, to which the element || adds [linfualcharacterize velars. Given these
representations, the generalization that can kedst@ar Czech vocatives is that only
these consonants that have a complex place sgmficcan dispense their head property

to the suffixal vowel which delivers [i] after p#dds and [u] after velars. There are, to be

47 This element, which correlates with ATR and clesim the vowel sphere, denotes [-continuant] in the
consonantal sphere. The commonality hereletive closuresee (7).



sure, other empirical domains that need to beedsitere | merely suggest an alternative
to one of Scheer’s empirical arguments for splittup the element |U]|.

While the splitting up of |U] is rejected in Rcudie to the Opponent Principle,
which does not allow three color elements, Andersod Ewen (1987) provide an
additional argument. The proposal to split up |jspite of making a representation of
back, unrounded vowels possible without the usa oéntrality element, is undesirable
since it forces one to give up a direct relatiopdietween ‘markedness’ (in the sense of
frequency of occurrence) and formal complexity whis adequately reflected by the
standard DP system. That this is so follows sttéagardly from a comparison of the
standard DP representations of a high back roundegkl and a high back unrounded

vowel with those of Lass (1984), given in (22).

(22) The representation of /u/: The representatioiu/:
standard-DP: |u] stand2ird |u,ip[*®
Lass (1984)uj,w)| Lass (19843u|

Thus, whereas in the standard-DP systaerhig formally more complex than /u/, this
situation is reversed in Lass's (1984) featureesystSince it is generally assumed that a
high back vowel that is rounded is less marked tharunrounded one, Lass's (1984)
system clearly does not mirror markedness (as hasself also explicitly acknowledges
saying that all markedness consideration should ekeluded from phonological

representations).

48 Here | ignore the dependency relations that thieyige; see Anderson and Ewen (1987: 227).



However, the correlation between markedness amaplexity is deserving of
some further discussion. A virtue of unary systasisio doubt that an account of
markedness needs much less additional machinetiieiform of underspecification,
marking conventions and default rules compared ittarly theories. Less marked
segments contain fewer elements than more markgehesgs. However, there is one
wrinkle in the correlation. RcvP treats unroundeshtal vowels, such ad][or [wl]
(which | take to never be in contrast; see 8) dsrlass, which seems to imply that such
vowels are less marked than vowels that contairetBments |I| and/or |[U|. This is here

illustrated with the high vowel row taken from (8):

(23) High vowels

| U Colorless _UlI

9}
U

O (+0)%° [ y i~w u

There are two points to be made here. Firstly, dgpting the combination |Ul| as the
representation fora] there is no complexity difference between thithea rare vowel
and the also rare, but more common vowel [y]. T$hews that there are limits on
correlations between complexity and markednesshibicase, we have to be satisfied
that both {] and [y] are more complex than the common [i] fmd Secondly, assuming
that markedness correlates with complexity, it wloskem to follow that non-front
unrounded vowelsi[~ w] would have to be the most common vowels. HowevVer,
suggest that complexity it an actual fundamental determinant of markednestheR

what makes segments unmarked is to have a pertgptiesr and salient identification,

4 The dependent dimension eleme} heed not be specified if a language does not haventrast
between two series of high vowels



which, | submit, is achieved by being characterimederms of precisely one color
element. This is why [i] and [u] are less markeaitlfiy] and {u]. It might now be asked
why [w] is more marked than [a] and, also, whether [dg$s or more marked than [i]

and [u]:

(26) [ [w] [u [a]

Oc Oc Oc Av

In RcvP, [a] is less marked tham][because the |A| element is more preferred forel®w
than thel]l| element. This is revealed by realizing that tenkr is a V-element, while
the latter is a C-element (see 3 or 10). As forajid [u] vs. [a], we have conflicting
factors. In its manner element, [a] has the pretek-element. On the other hand, [i] and
[u] have a color identification which [a] lacks. $ét: a draw. Finally, comparing [i] and
[u], [u] would have to be less marked, becauseatsr element is a V-element. This is
seemingly in contradiction to [i] — perhaps becaitsss a more frequent epenthetic
vowel. However, being preferred as an epenthetiwelodoes mean being a more
preferred vowel. Rather, the contrary is the ceséll epenthetic slots, languages use the
least preferred vowels, i.e. vowels that ‘sneakprécisely because they are not very
salient.

In conclusion, | have here defended the (what |ld/oefer to as the original) 2-
theoryof color against two versions of the newer 3-theory, oni &n extra centrality

element and the other with a dual substitute forTe 2-theory follows from the overall



architecture of RcvP as demanded by The Opponemtciple. Secondly, is it
theoretically preferred in not having to stipulaaebitrary restrictions on element
combinations or the exclusive occurrence of eleme® either heads or dependents.
Thirdly, it is more consistent with the idea thatopological representations give
expression to markedne¥sFinally, as demonstrated in van der Hulst (20D1,22bc, to
appear c, in prep. a) in an extensive study of vdwaemony systems, adoption of the

element(]| is also empirically motivated.

8 Conclusions

In this chapter, | have defended the architectifRowP (with specific reference to vowel
representations), which is governed by a cogniireciple that favors polar opposites,
the Opponent Principle. This principle has a peroepl rational in terms of categorical
perception (Harnad 1987) and maximal dispersiofjefhérants and Lindblom 1972). It
can perhaps also be motivated in terms of the péysiology of the bram. The
relevant principle is that polar opposites withinopetic dimensions form the optimal

phonemic contrast. This principle give rises totays of primes that are not arbitrary

50 Whether phonological representations should refiearkedness remains, however, an open question;
see Newmeyer (2005)

5ln support of this rather speculative claim, | nitat the 3/4 problem is reminiscent of an issiserthby
two seemingly incompatible theories of color peti®p that were proposed in the fL@entury. The
trichromatic theory of Thomas Young and Hermann von Helmholtz clainteat color perception is
based on three basic colors for which we have afized cells (cones) in the retina (red, green lasind).
Edward Herring proposed another theory, calledofhygonent theory, suggested that visual perception is
driven by a two ‘perceptional modules’ (red/greew dlue/yellow). The difference is that while reada
green are paired, for the second pair a fourthoitohamely yellow, has to be added to the modéle T
contradiction between these two theories was resolvhen it was established that the Young/Helmholtz
theory reflect the anatomy of the retina, whereasriHg's theory is true of a higher processing ldtat
appeals to opponent mechanisms in neural firinga Bimilar way, | have argued that the ‘trichromati
theory of elements (I, U, A) is motivated by theanmy of the articulators, whereas the ‘opponeeobiti
(U and O/A) reflect a higher, cognitive, level of organimat which is, presumably, likewise guided by
neural mechanisms.



lists (as exemplified by traditional feature thesriand all other versions of element
theory), but rather to systems that contain oppbo@posites, which may, as argued,
even lead to primes that are not straightforwardigtivated by a unique or obvious
phonetic correlate, namely the eleméenf. || referred to the problem of using three
elements (1,U,A) or four (I/lU and Al) as the 3/4 problem. | discussed in detail -
referring to Wood’s theory of articulatory featureshow the fourth element shares
articulatory resources with the element |[I|. | thhemed to a second problem, the 2/3
problem, which regards a debate between theorasetther add a centrality element or
split the element U] in two separate elementheEiproposal increases the set of color
elements from 2 to 3. Here, | argued against sutlermichment to 3 elements by
showing it to be theoretically undesirable and eiogily unmotivated, concluding that
we can limit the set of color elements to 2. Therall conclusion is, then, that only four
elements are required to represent the place amteng@roperties of vowels (excluding
tone and phonation, which require an additionahpphir of elements, |H| and |L|). With
regard to the phonetic interpretation of the eleisiegmwo points were made. Firstly, given
the fact that elements can be heads or dependseaitsents can correlate with different
articulatory interpretations that are unified inme of their acoustic effects. Secondly, it
was suggested that, while vowels and consonants #iia same set of elements, acoustic
interpretation may be more important for the formehereas the latter are unified in

articulatory terms.
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