Colin Ewen & Harry van der Hulst

Single-valued features and the distinction between [−F] and [ØF]

In Ewen & van der Hulst (1985), a number of aspects of underspecification theory are considered, in relation to a system of phonological representation based on single-valued features. We concluded there that the distinction drawn by Archangeli (1984) between complement and default rules was not relevant in a single-valued approach, in that complement values do not exist for single-valued features: for a binary feature the complement value is simply the reverse, so that [F], say, has the complement value [−F], while the same strategy applied to a single-valued feature [F] simply yields the absence of the feature in question, as in (1):

(1) Binary Single-valued

| Lexical value | [F] | [F] |
| Complement value | [−F] |

Thus, in an underspecification approach, the only rules required to handle cases of the sort dealt with by Archangeli are default rules, which simply supply the redundant features which are not present in lexical representations.

The validity of single-valued approaches within an underspecification framework has been called into question in recent work by Steriade (e.g. 1986), in which various kinds of apparently non-local phonological processes are dealt with. One of Steriade’s claims is that the distinctions which she is able to make rely crucially on the use of a binary feature system. If her arguments are correct, then, this would provide important evidence against a system based on single-valued features.

Let us first consider the most important aspects of Steriade’s theory. Like Archangeli, she draws a distinction between complement and default values, as in (2):

(2) a. Complement value

A non-underlying value of F within a segmental class where F is distinctive

b. Default value

A non-underlying value of F within a segmental class where F is predictable

As well as complement value and default value, we will use the term lexical value for the value specified lexically for segments belonging to the class in which F is distinctive. The choice of which value for a particular feature is lexical and which the complement value depends in Archangeli’s model on language particular factors such as alternations, economy, and, if these are not decisive, universal markedness.

Steriade (1986) provides a simple example involving the binary feature [voice] in Japanese, which has the lexical inventory in (3):

(3)
(3a) [+voice] b d g z
[b-voice] p t k s
b. [+voice] m n r j w vowels

For the obstruents in (3a), [+voice] is distinctive; the sonorants in (3b) are
predictably voiced. On the assumptions that [+voice] represents the lexical value
for the category in which the feature is distinctive, and that voiceless obstruents are
lexically unspecified for [+voice], we can formulate two rules, as in (4):

(4) a. CR [-son] + [-voice]
b. DR [-son] + [+voice]

Steriade formulates a universal complement rule, given in (5), to provide the
appropriate complement values:

(5) Universal complement rule (UCR)

Given some feature F and a level of representation where only underlying values of F, [af], are present: find all pairs of
segments (s1, s2) such that s2 differs from s1 only in that s1
is [af] and s2 is [bf]. Specify s2 as [-af].

Given the UCR, there is no need to specify individual complement rules.

Within this approach, then, a feature may have any of the specifications given in (6):

(6) a. L-values
b. C-values
c. D-values

We will now consider the analysis of processes involving action-at-a-distance, i.e.
apparently non-local processes in which intervening segments are skipped.
Assemblage rules of this sort (i.e. harmony rules) involve agreement between two segments for a particular feature F. In an underspecification model, segments intervening between the trigger and target segments may be ignored if they do not have a value for F at the point at which the rule applies; otherwise we would have crossing of association lines, as shown in (7):

(7) a. +F b. +F -F
X X X
X X X

There are three points at which such rules might logically apply, given the
various types of values in (6). A rule might apply before the assignment of C-
values, in which case it can skip any segment which will later be assigned either C-values or D-values. Such a rule can be termed an L-rule. A rule might also apply after C-values have been assigned, but before D-values: in this case only segments which will later acquire a D-value can be skipped. This is a C-rule.

Finally, if a rule applies after the assignment of D-values, it can only apply to
strictly adjacent segments (unless we assume that certain segment-types never get
specifications for particular features); this is a D-rule. The three types of
rules are summarized in (8):

(8) a. L-rules: apply before C- and D-values have been assigned
b. C-rules: apply before D-values have been assigned
c. D-rules: apply after D-values have been assigned

The three types of rule allow us to establish a typology of potentially skip-
nable and/or opaque intervening segments. We give this typology as (9), which
takes into account the specific value of intervening segments for the feature in
question in relation to the spreading or L-value. If the L-value is [+af] then
the C-value is [-af], and the D-value can be either [af] or [-af]:

(9) L-value: [af]
L-rule SKIPPABLE
C-rule OPAQUE
D-rule OPAQUE

-af

D-value
SKIPPABLE
SKIPPABLE
SKIPPABLE

Opaque

It is of course relevant to consider whether all the cells in (9) are in fact
attested. We will return to this shortly; for the moment let us assume that they
are indeed all empirically motivated.

It will be clear that the distinctions made by Steriade rely crucially on a
distinction between [-F] and [BF]. To illustrate this, let us consider one example
in detail. This is a spreading phenomenon from the dialect of Scots Gaelic
spoken in Barra, discussed by Clements (1986), whose analysis is based on the
data presented in Borgström (1937, 1940). In this dialect there is a process in
which a vowel is epanthesised in a non-homorganic consonant cluster of which
the first element is sonorant. The inserted vowel is identical to the preceding vowe-
l, except for the feature [back], which is binary in Clements' model. Barra
Gaelic has an opposition between palatalised and non-palatalised or 'plain'
conso-
nants, characterised by Clements as involving a distinction between [back] and
[back]. The labials form an exception to this, however, and are lexically un-
specified for the feature [back], as in (10):

(10) Barra Gaelic sonorants
a. [back] n N r R L
[back] N' r' 1' L'
b. [back] m

(There is a further classification for the non-labials in terms of 'limited' (/n r r' 1'/) and 'non-limited' (/N L R N' 1'/) sonorants, which is not relevant to our concerns here.) In general, the vowel gets its value for [back] from the sonorant consonant. However, if the consonant is /m/, the backness value for the epanthesised vowel is acquired from the previous vowel, so that the labial, which will later acquire the default value [+back], is skipped. This process, then,
gives the six possibilities in (11):
The first five of these possibilities are illustrated by the data in (12):

(12) a. [kam'æŋ] 'hemp'
    b. [ʃamʊŋ] 'to fade'
    c. [ʃi'miŋ] 'round about'
    d. [bul'ïk] 'bells', gen. sg.
    e. [bul'aj] 'bells'

The possibility in (11f) is not recorded in the data given by Borgström. However, its absence does not affect the point being made here.

Notice that in Steriade’s model the distinctive non-palatalised consonants acquire [-back] by a C-rule (on the assumption that [+back] is the L-value), while the labials, which are non-distinctive for palatality, acquire their value from a D-rule. Thus the spreading rule is a C-rule: if it were an L-rule, distinctive non-palatalised consonants would be skipped, and if it were a D-rule, labials would not be skipped. Both these possibilities would of course be theoretically available in Steriade’s theory.

An analysis of this problem in terms of single-valued features does indeed appear to raise problems, given that we are unable to make a distinction between [-F] and [0F] in such a framework. Consider the single-valued equivalent of (11), given as (13):

(13) a. i  
    b. i 
    c. i 
    d. i

Here we incorporate a single-valued feature of frontness (cf. Anderson & Even 1987 and Goldsmith 1985, among others): this gives a more natural interpretation of the secondary articulation involved, in that palatalised consonants now have a property which the plain consonants lack, and also allows us to avoid having to specify labials as being phonetically back, which at best seems counterintuitive. However, it will be clear that we are now unable to account for the case enclosed in the box in (13): as the C is no longer associated with a feature, there appears to be nothing preventing spreading into the second vowel; there is no formal difference between (13b) and (13c). Moreover, given a single-valued feature system, it is unclear how the absence of F could block anything.

However, we will now show that a single-valued feature system can, contrary to the claims made by Steriade, provide an adequate analysis of the kind of phenomena we have been looking at. We proceed as follows. First we consider a model close to Steriade’s, which employs ‘empty nodes’ in contexts where Steriade makes applications to complement values. This model will prove to be untenable, however. We then propose a more drastic alternative which has various empirical consequences. In both proposals we assume that all spreading involves adjacency. However, this does not mean that spreading necessarily involves adjacent segments. Rather, in terms of an autosegmental model like that of Clements (1985), adjacency refers to the class nodes to which a feature can associate. A segment can be skipped in a spreading process if it lacks the appropriate class node (cf. van der Hulst & Smith, this volume: 32).

Let us turn to the first proposal. Suppose we allow empty nodes to be generated in the course of the derivation. Underlyingly we find only those class nodes which bear features, which we will refer to as lexical nodes. In the same way as Steriade differentiates between complement and default values, so we can distinguish complement nodes and default nodes. Complement nodes can be detected by a principle analogous to that in (5); Steriade’s Universal Complement Rule:

Universal complement node rule

Given some feature F: find all pairs of segments (s1, s2) such that s1 differs from s2 only in that s1 is F-specified and s2 not. Assign to s2 the class node which bears F.

This principle gives us a set of (empty) complement node generation rules. Finally, we can define a set of default node generation rules, which creates all nodes not otherwise specified, whether they are filled or empty.

Given our assumption about adjacency of nodes, spreading will be blocked not by the presence of a particular feature-value, but by the presence of a particular class node. In demonstrating this, we will make use of the model of segment representation proposed by Archangeit & Pulleyblank (1986) (cf. also Clements 1985), which incorporates a distinction between a place node, associated with consonantal place features, and a secondary place node (S-place node), associated with vocalic features. Palatalised consonants, however, also involve an S-place specification, as the secondary articulation involved is characterised by the tongue-body feature [back] (cf. also Clements’ approach).

Spreading will be blocked if the spreading feature cannot associate with the S-place node under one of the conditions in (15):

(15) Opacity Condition

A segment S is opaque with respect to F iff:

a. S has the class node to which F associates and
b. F is prevented from associating to S by virtue of
   i. a filter and
   ii. the SD of the spreading rule

For Erera Gaelic, then, we end up with the analysis in (16). Spreading of the frontness feature applies after C-node generation but before D-node generation:

| 1. a. i  
| b. i 
| c. i 
| d. i

Here we incorporate a single-valued feature of frontness (cf. Anderson & Even 1987 and Goldsmith 1985, among others): this gives a more natural interpretation of the secondary articulation involved, in that palatalised consonants now have a property which the plain consonants lack, and also allows us to avoid having to specify labials as being phonetically back, which at best seems counterintuitive. However, it will be clear that we are now unable to account for the case enclosed in the box in (13): as the C is no longer associated with a feature, there appears to be nothing preventing spreading into the second vowel; there is no formal difference between (13b) and (13c). Moreover, given a single-valued feature system, it is unclear how the absence of F could block anything.

However, we will now show that a single-valued feature system can, contrary to the claims made by Steriade, provide an adequate analysis of the kind of phenomena we have been looking at. We proceed as follows. First we consider a model close to Steriade’s, which employs ‘empty nodes’ in contexts where Steriade makes applications to complement values. This model will prove to be untenable, however. We then propose a more drastic alternative which has various empirical consequences. In both proposals we assume that all spreading involves adjacency. However, this does not mean that spreading necessarily involves adjacent segments. Rather, in terms of an autosegmental model like that of Clements (1985), adjacency refers to the class nodes to which a feature can associate. A segment can be skipped in a spreading process if it lacks the appropriate class node (cf. van der Hulst & Smith, this volume: 32).

Let us turn to the first proposal. Suppose we allow empty nodes to be generated in the course of the derivation. Underlyingly we find only those class nodes which bear features, which we will refer to as lexical nodes. In the same way as Steriade differentiates between complement and default values, so we can distinguish complement nodes and default nodes. Complement nodes can be detected by a principle analogous to that in (5); Steriade’s Universal Complement Rule:

Universal complement node rule

Given some feature F: find all pairs of segments (s1, s2) such that s1 differs from s2 only in that s1 is F-specified and s2 not. Assign to s2 the class node which bears F.

This principle gives us a set of (empty) complement node generation rules. Finally, we can define a set of default node generation rules, which creates all nodes not otherwise specified, whether they are filled or empty.

Given our assumption about adjacency of nodes, spreading will be blocked not by the presence of a particular feature-value, but by the presence of a particular class node. In demonstrating this, we will make use of the model of segment representation proposed by Archangeit & Pulleyblank (1986) (cf. also Clements 1985), which incorporates a distinction between a place node, associated with consonantal place features, and a secondary place node (S-place node), associated with vocalic features. Palatalised consonants, however, also involve an S-place specification, as the secondary articulation involved is characterised by the tongue-body feature [back] (cf. also Clements’ approach).

Spreading will be blocked if the spreading feature cannot associate with the S-place node under one of the conditions in (15):

(15) Opacity Condition

A segment S is opaque with respect to F iff:

a. S has the class node to which F associates and
b. F is prevented from associating to S by virtue of
   i. a filter and
   ii. the SD of the spreading rule

For Erera Gaelic, then, we end up with the analysis in (16). Spreading of the frontness feature applies after C-node generation but before D-node generation:
Intervening non-labials have an empty S-place node. If we assume that they cannot act as targets because the SD of the rule demands a vowel, they will be opaque due to (15), in particular (15b,14).

The second possibility which we would like to consider involves the proposal of a condition which rules out particular associations because they cause neutralisation, i.e., because they assign F to a segment which is distinctively non-F. We do not, of course, wish to eliminate neutralisation rules in general, but we can rule out the neutralisation of (non-target) intervening segments in spreading processes. Let us extend the Opacity Condition as in (17):

(17) Opacity Condition (revised)
A segment S is opaque with respect to F iff:
   a. S has the class node to which F associates and
   b. F is prevented from associating to S by virtue of
      i. a filter or
      ii. the SD of the spreading rule or
      iii. the fact that F is distinctively absent while S is not specified as being the target of an association

This approach has the advantage of not needing 'empty nodes'. More interestingly, however, it leads to a more restrictive theory. As opacity is no longer due to an empty node which is generated at some point in the course of the derivation without actually functioning as an anchor point, we exclude the possibility of such empty nodes, thus eliminating a category of rules allowed under the previous account, i.e., the category of L-rules, which were crucially distinguished from C-rules by applying before the empty C-nodes were assigned.

It does indeed seem that this category of rules is idiosyncratic. The examples provided by Starost (1986) can be shown to be the result of the particular feature system which she adopts, while other conceivable cases are of a rather special type in the sense that they involve rules which refer only to vowels. The first category is exemplified by some varieties of Finnish palatal harmony, where /i/ and /ø/, which are distinctively [back], are skipped. On the assumption that [back] is the spreading value and also the L-value, skipping of the two front rounded vowels provides an example of the top left-hand cell in (8). It is easy to see that different claims are made if the spreading value is taken to be [back] or [front], or indeed the single-valued frontness feature. Following van der Hulst & Smith (1986), we can characterise the vowels in such a case as transparent rather than skippable, in that they allow the spreading of a feature which is identical to the feature which they themselves bear (or will bear). We return to the second category of so-called L-rules in a moment. Let us first investigate the consequences of our alternative proposal in more detail.

There is another reason to prefer the second proposal, besides its greater restrictiveness. The first proposal is inconsistent in that we assumed that the presence of a class node, specifically an S-place node, blocks the spreading of all features which associate to this node if the segment bearing this class node does not constitute a target. Since, in the first proposal, distinctive non-palatalised consonants are provided with an (empty) S-place node, it is not clear how S-place features other than [r] can skip these consonants, as they must, since the consonants in question can determine only one feature of the apicalic vowel, i.e., the presence or absence of [r]. Even if we do not provide distinctive non-palatalised consonants with an empty S-place node, the same point applies to distinctive palatalised consonants, which must have an S-node because they bear [r]. In short, non-labials in Barra Gaelic are not opaque with respect to S-place features other than [r], despite the fact that in our first proposal they have the relevant class node and do not belong to the target class of vowels.

In terms of our second proposal, however, S-place features other than [r] may spread to and thus across distinctive non-palatalised consonants without problems. Consider (18), where we show the effect of potential spreading of [i] and [u] (the roundness feature) across a distinctive non-palatalised consonant:

(18) Spreading of [i] to the intervening consonant is prevented because association of this feature with the S-place node would neutralise the opposition between palatalised and non-palatalised non-labial consonants, while our strict adjacency assumption prevents spreading to the vowel. However, there is no reason to stop the association of [u] with the consonant, as there is no pair of consonants which is distinguished merely by the presence or absence of this feature. If the intervening consonant had been a labial, then [i] could be associated with it in the same way; there is no distinctive opposition between palatalised and non-palatalised labials, and so there is no question of neutralisation in this case.

In this analysis, then, we assume that vocalic features may associate to the place node of the intervening consonant, which is either underlyingly present (distinctive palatalised consonants) or generated (distinctive non-palatalised consonants); as these features are not contrastively absent. Phonetically, these associated features are interpreted in terms of co-articulation. In this view, it is also no longer necessary to assume that labials are skipped. Rather, we can say that vowel features (including [i]) are associated to them, and that these associations will also be interpreted as co-articulatory effects. This is in accordance with the observations made by Borgerström (1940: 19-19): 'labials, in the neighbourhood of front vowels or palatal consonants, are usually pronounced with the tongue in a somewhat palatal position, and possibly also with the lips more tightly drawn than in other positions'. The upshot of this move is that we have virtually eliminated skipping from the theory.

To conclude this paper, we consider two possible revisions of the framework
proposed here. In the first place, our analysis of (18) is based on the assumption that although distinctive non-palatalised consonants are not provided with an empty S-place node by a C-rule, they do generate one. This is necessary, because otherwise (17) cannot be 'implemented'. We must assume then that the spreading rule cannot simply ignore consonants, even though they are not targets for a spreading rule which demands a vowel. This is not unreasonable, since consonants can be the source of a spreading [1].

Alternatively, we could abandon the idea that a distinction must be made between a place tier and an S-place tier (cf. Ewen 1986), In that case spreading vowel features simply associate to the place node, unless clause (iii) of the Opacity Condition is violated:

(19) place tier root tier skeletal tier rhyme tier

Our second revision relates to the category of C-rules mentioned above, i.e. rules, involving only vowels, in which F spreads across distinctive non-F. Such rules contradict the claim that segments which are distinctively non-F are necessarily opaque. Rules of this type are reported for certain dialects of Latvian (cf. Timberlake 1986), in which palatalisation takes place across intervening distinctive palatalised and non-palatalised consonants. We illustrate this type of situation in (20):

(20) place tier

in which [I] spreads across C in spite of the presence of the relevant class node.

In our analysis of Barra Gaelic, we assumed that adjacency with respect to the spreading of a feature F is always defined in terms of F-bearing class nodes. Such an analysis is highly restrictive, but, given the evidence from Latvian, possibly over-restrictive. Perhaps, rather, adjacency is a parameter which is set differently for different processes, and, rather than being specified in terms of class nodes, makes reference to structural tiers. Consider situations like (16b) and (20) in terms of a model incorporating a Rhyme tier and a skeletal tier (or maxro tier - cf. again Archangeli & Pulleyblank 1986):

(21) place tier root tier skeletal tier rhyme tier

Here we have added two structural tiers (the rhyme and skeletal tiers). We ignore, however, further details of the representation of the internal structure of the segments. Why, then, does spreading across distinctive non-palatalised consonants take place in Gaelic, but not in Latvian? We can associate this with the choice of the adjacency parameter: in Barra Gaelic, where both consonants and vowels are relevant to the process, the adjacency tier is the skeletal tier, where every segment has a representation, whereas in Latvian it is the rhyme tier, where only vowels are present.3 Thus in Latvian the intervocalic distinctive non-palatalised consonant [V] be skipped in the spreading process because it is not visible to the spreading element: it is not associated with a node on the rhyme tier. On the other hand, in Gaelic adjacency is defined on the skeletal tier. Here the distinctive non-palatalised consonant is associated with an element on the adjacency tier, and so spreading is blocked.

Although our second proposal involves the introduction of a new element into our analysis to deal with a restricted class of 'L-rules', we have nevertheless maintained our central claim, i.e. that spreading is bound to adjacency, and that a feature cannot spread across a segment for which the absence of that (single-valued) feature is distinctive. However, this now only holds if that segment is visible to the feature in question, i.e. if it is associated with a node on the adjacency tier defined for the process in question.4

Notes
1. This approach to opacity derives essentially from Pulleyblank (1985), and is similar to that of Archangeli & Pulleyblank, although their framework differs in that features are binary and empty nodes are ruled out by stipulation.
2. Cases of this type involve for example opaque low vowels in ATR harmony systems (cf. Pulleyblank 1985; van der Hulst & Smith 1986; and note 4 below).
3. The distinction between adjacency being defined structurally in two ways is similar to the distinction made by Archangeli & Pulleyblank between maximal and minimal rules.
4. The question arises as to whether we still need empty D-nodes from the theory. In particular, is it possible for a segment which is non-distinctively non-F to be opaque? Such cases can indeed be found. However, they only appear to occur if the class node which bears F is implied by the presence of other features. This appears to be the case when a predictably [ATR] low vowel is opaque to ATR-spreading, i.e. where it is non-distinctively non-F (cf. the discussion of Akan harmony in van der Hulst & Smith 1986). We assume here that the looseness and ATR features are associated with the same class node:

![ATR diagram](attachment:ATR.png)

Cases of this type are discussed by van der Hulst & Smith (this volume).
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Liliane Haegeman

Van constructions in Dutch

6. Introduction

In this paper I will look at the use of van-constructions in Dutch in (1):

1a. Overal kocht hij van die oude munten. (Overdiep 1949:34)
Everywhere he bought from those old coins.

1b. Waar kan ik van die sukkie munten krijgen? (ib.)
Where can I of those small coins obtain?

1c. Er staan in 'n tuin van die huilbriesjes. (ib.)
There stand in my garden of those huilbriesjes.

1d. Hij werk met van die vervelende mensen.
He worked with those boring people.

1e. De meeste bijdragen waren van die lange teksten over recht.
The most contributions were of those long texts about law.

In the examples in (1) the van-construction behaves as if it were an NP: in (a) and (b) the construction is a direct object, in (c) it is the subject of an existential sentence, in (d) it is a complement of a preposition and in (e) it is a predicate. In this paper I shall describe the syntactic properties of the van-construction in some detail and I will try to analyze it in terms of the Government-Binding framework.

1. Van-constructions as verb complements

Let us first consider the use of van-constructions as complements of verbs (cf. (1a) and (1b)). Consider:

2a. Hij houdt veel van die oude munten.
He holds much of those old coins.

2b. Hij zit van die oude boeken.
He sits of those old books.

2c. Hij raad van die zuur appelen.
He talked of those sour apples.

In the discussion that follows it will be shown that the van + NP-string in (2a) behaves like a PP, van being its head. The van + NP group in (2b) is unlike a PP: it has the properties of an NP. The van-construction in (2c) will turn out to be ambiguous between the PP-structure in (2a) and the NP-structure in (2b).

1.1. R-pronouns

It is well-known that so-called R-pronouns can pronominalize the complement NP in Dutch PFs (Van Riemsdijk 1978 for discussion).

3a. Op die tafel...  == dearop/erop
On that table...  == of thereon

3b. Op dat...  == dearop
On that...  == thereon

3c. Op iets...  == ergens op
On something...  == somewhere on