Representing rhythm

Harry van der Hulst

1 Introduction®

In many so-called stress languages, the rhythmadil@rof words results from two
separateprocedures: accent and rhythm. The accentual raadlécts a specific syllable
which occupies the position of primary stress aructv functions as an important
reference point for rhythm. In van der Hulst (20@011a, 2012, in prep.a) it is argued
that the burden of irregularity is carried by trezentual module which belongs to the
lexical phonology Subsequently a rhythmic module provides the cetepthythmic
‘wordscape’. | will argue that rhythm is typical{gnd perhaps always) post-grammatical
(not just post-lexical, but also post-syntacticyl as such fully regulaf. In addition to
accent and alternating rhythm, | will adopt a thipthyer’ in the rhythmic structure,
namely a ‘polar beat’ that provides prominenceh® ¢dge opposite to the edge of the
lexical accent.

This chapter starts, in section 2, with a comparibetween ‘classical metrical
theory’ and the ‘separation theory. | will showaththe latter theory involves a
deconstruction of metrical theory into three congats: accent assignment, rhythm
assignmeritand constituency. With reference to the role afistituency, | adopt the
point of view that such structure, if needed, isigreed with reference to the complete
rhythmic wordscapé.However, in this chapter, constituent structuraas discussed. |
then provide a brief overview of the accentual medbased on van der Hulst 2012) in
section 3, after which this chapter focuses onrilyghmic module which is presented in
terms of a grid-only approach (Prince 1983, Gor@®02). | provide a typology of
rhythmic systems, based on various discussionshén literature and the available
evidence from the StressTyp database (Goedemangsandker Hulst 2009, this volume).
A distinction is made betweesimple rhythmsand complex rhythmsthe latter mostly
involving so-calledbidirectional systemer dual systemsThe proposal is made here that
bidirectionality is a consequence of Bdge Prominence ruleshich places a polar beat
on the edge opposite to the accent that undeHeprtimary stress, creating a ‘hammock
pattern’. Subsequently, rhythm operates in theeyalletween these two prominence
peaks and can echo (i.e. ripple away from) eithe® or the other. | also discuss a
subclass of the complex rhythms occurring in séedatlash systemsproposing that
these systems too can be seen as having two oppwsitminence peaks with rhythm
bouncing into the lesser, polar beat.

1 I wish to thank two anonymous reviewers for comtsgas well as Beata Moskal, Matt Gordon and Rob
Goedemans for their comments on an earlier versiohnis chapter.

2 In van der Hulst (2011c, in prep b) | discussrtbed for different levels in phonology.

3 Here | take the polar beat to be part of thetimit module and discuss this point in section 4.4,

4 See Vaysman (2009) for a similar view.



For the specifics of rhythm assignment | compdmeed alternative theories,
concluding that the simplest theory, one that hmsambic or trochaic bias but instead
operates with ‘free beat addition’, is sufficiemdathus preferred. Overall, | propose the
following set of rhythm parameters.

(1) Rhythm parameters

a. Polar beat (y/n)

b. Rhythm (polar/echd)
c. Weight (y/n)

d. Lapse (y/n)

e. NonFinality (y/n)

| included here the polar beat under the rhythnampaters, although the point will be
argued that this kind of ‘edge prominence’ is adependent submodule in the post-
lexical phonologyprecedingalternating rhythm. Parameter (b) indicates whethgthm
is echoing the lexical accent or, if present, tblapbeat. Parameter (c) decides whether
rhythm is weight-sensitive and parameter (d) decudleether rhythm is binary or ternary.
Parameter (e) decides whether the final syllabfgasided with a rhythmic beat or not. |
will show that these parameters explain the varietyattested rhythmic patterns,
including the symmetries and asymmetries that leen attested in the literature (see in
particular Hyde, this volume who adopts an Optityaliheoretic model, which | do not).
Needless to say that the model proposed here ellmasrather limited and often
controversial understanding of rhythmic patternsatural languageslt is well known
that there are numerous difficulties with curreasdtiptions, which are due to a variety
of factors such as (see the introduction to thisme, de Lacy, this volume and Hualde
and Nadeu, this volume):

- The lack of clear acoustic or articulatory propestiof rhythmically strong
syllables

- The status of rhythm as a cognitive mechanism afiging

- (as a consequence) the difficulty in providing abkle instrumental or
impressionistic reports on the location of rhythingéats

- The rhythm bias of non-native speaker analysts

- The implicit decision to neglect reporting on rhyiib beats

- The dependence of rhythm organization on speecpdéstyle

- The dependency of rhythm of words on phrasal cantex

- (as a consequence) the variability of rhythmic geat

- The often unclear interaction between syllable Weand rhythm

5 Since polar rhythm is here analyzed as rhythrmripples away from a polar beat, both polar anldoec
rhythm are of the echoing type. Nonetheless, | hglte preserve the terms polar rhythm and echdminyt
as a short hand, the former referring to a systemtich rhythm echoes the polar beat and the |&bter
systems in which rhythm echoes the accent.

6 For a recent overview of work on linguistic rhyttand for new findings regarding the role of dwati
and FO, see Cummings (2010).



With these factors at play, it may seem foolislkléoelop a model of rhythm assignment,
but | nonetheless have to engage in this endeavorake my approach to word stress
comparable to other (specifically metrical) thesriB8uch theories typically offer holistic
accounts of primary stress and non-primary stre$ereas | have claimed that these
phenomena need to be separated. Having proposeddal rfor accent assignment
(accounting for primary stress locations) in vamrr #iilst (2012), it was therefore
necessary to also develop a rhythmic module whadownts for the kinds of data that
other stress theories are currently based on.ignetiiterprise, |1 use on the same kind of
data that have fueled a sizeable volume of metlitemhture which rather crucially relies
on the assumption (while realizing the pitfallsattthe reported patterns are in principle
correct until further notic.My main objective has been to demonstrate that such
theory can be kept rather simple, essentially usieg beat addition’.

2 Deconstructing metrical theory

Elsewher® | have advocated an approach (the Accent Firstoagh, AF) which
introduces the role of accent in accounting fordvstress systems. Stress systems come
in a wide variety of types, both in terms of thedton of primary stress and in terms of
the presence of additional rhythmic structure. Awaking definition, | take avord
stress system to be present when wontldependent from phrasal contgxtave one
specific syllable that is more prominent than dHev syllables, with prominence being
manifested in terms of a combination of phonetipaments such as duration, greater
intensity, hyperarticulation, efcln this chapter, the focus is on word stress systthat
display word-internal rhythm, i.e. prominence peak®ddition to but weaker than the
primary stressed syllable. The central claim of #feapproach is that in such stress
languages, the overalhythmic profile (including primary stress and non-primary
stresses) of words can be seen as resulting fwwo separate procedures: accent
assignment and rhythm assignm&hiThe former procedure, effectively selects the
syllable that will carry primary stress (in a wasttess system). In this viestressis
regarded as phonetic realizatiorof accent, taking accent itself to be purely audtm
the sense of being void of phonetic content.

(2) [cooodo]

7 Theorizing on the basis of data that is not ideel be dangerous, but it also has a good sidaisits
specific questions and desiderata that can be tatenaccount in subsequent descriptive and data
gathering work.

8 In van der Hulst 1984, 1996, 1997, 2009, 2010422in prep a.; van der Hulst and Goedemans, this
volume.

9 Unlike Hyman (this volume) | maintain a distirti between stress-accent systems and pitch-accent
systems. In the latter, accent is the anchor fasitonal properties only. For discussion, | refevan der
Hulst (2011a, 2012).

10 This leaves open the possibility that both atesd rhythm can function independently in eacterth
absence. Languages with accent, realized as stoesst necessarily have an additional rhythmicepatt

On the other hand, there are languages that haweed for accent, while still having some sort tofss
(e.g. Indonesian; Goedemans and van Zanten 20®mlving either boundary tones, edge prominence
and/or rhythm. See section 3.3 for some discussidine latter situation.



!
phonetic exponents

The situation in (2) would be sufficient for langes that are reported to have a
(primary) stressed syllable and nothing else. rif,addition to accent (interpreted as
stress) words have a rhythmic structure, i.e. displpattern of strong and weak syllables
and/or a polar beat, an additional layer of stmecia required, which, like accent, | take
to be structural and inherently non-phonetic. As thodel for rhythmic structure
assignment, | adopt (with some significant modifmas) the theory of perfect gridding,
proposed in Prince (1983). In this theory, syllabége lined up with a grid structure
consisting of ‘beats’ (here represented by ‘X’) anwh-beats (represented by the absence
of ‘xX’). With accent already in place, | stipulateat rhythm must respect its location by
making sure that the accent is lined up with a.b8atce accent and rhythm will be
located in different modules of the phonology, Il tas aninterface condition

3) [cooodo]
X X X
Ll
phonetic exponents

In terms of phonetic exponents, accented syllaffleasing primary stress) are generally
more prominent than syllables that are prominent imteof rhythm only (having non-

primary stresses). This is how accents exercise deenarcative function. If we wish the
phonetic interpretation to be blind to accents,waeild have to adopt the principle that
the accented syllable, by convention, gets one rmbom the grid:

4) [cooodo]
X X X
X

Ll
phonetic exponents

This extra grid mark is fully determined by the eatlocation and not, as in Prince
(1983), the result of an independent ‘End Rulethaigh we could call this effect the
result of theaccent-driven End Rulend leave open for the moment whether the rhythmic
grid can be enriched by End Rules that moé accent-drivert’ However, for ease of
graphic display in subsequent diagrams | will letheextra grid mark out.

Classical metrical theory (Liberman and Prince )9#@posed that, in addition to
a grid structure there is another structure, theioa tree, a binary branching constituent
structure from which the grid is, in part, deriv8ah illustrate this, let us briefly review

11 At this point, the reader might think that theoee-mentioned polar edge prominence rule can be
regarded as an End Rule that applies to the gridukt be born in mind, then, that the polar rygplies
before rhythmification and not to its result. Irs hiespect, AF-theory is making the claim that rhyth
comes second twice: both the lexical accent angdker rule take precedence over rhythm.



how stress patterns are derived in standard mketheary. First, syllables of words are
organized into headed feet. Second, primary stsedsrived by organizing the feet into a
word structurein which one foot is the head. The head of thaltieat expresses primary
stress. Subsequently, a grid structure is derivewh the tree structure, projecting a grid
mark for every head in the tree structtfre.

In this view, then, rhythm (in the form of foot wtture) is assigned first, while
primary stress is regarded as the ‘promotion’ ot af these rhythmically strong
syllables:

(5) STEP 1 F F F Group from R-to-L
’\ ’\ ’\ into bounded
left-headed foot
a pa la chi co la
STEP 2 Group feet
into an unbounded
/ right-headed
word tree
F F F
a pa la chi co la
STEP 3
F F F
a pa la chi co la
X X X Grid construction
X

One of the motives for having a grid structamed a tree structure was that after grid
projection, additional grid rules could be applisdch as, for example, a rule which
would assign extra prominence to the first syllableing:

(6) a pa la chi co la
X X X
X X Initial beat addition
X

12 Given that the word tree was taken to be bibaapching, primary stressed syllables would enebitip
more ‘X’ marks than necessary, so the procedurestedsd such that the height of grid columns wad ke
minimal.

(&3]



The original suggestion in Prince (1983) was tardghe grid not as being derived from
a tree structure, but as basic. Prince, in facgued that the evidence for a tree
organization was weak and that given the high apebletween trees and grids one must
try to remove one from the theory, preferably tine avith more (and thus unnecessary)
information. For him the choice was to remove tiees. Kiparsky (1979), motivated by
the same desire to eliminate redundancy, proposedliminate the grid, implicitly
assuming that constituency is needed. This viewailentthe need for metrical
transformations in order to get the trees to bepgroreflections of the rhythmic
organization (including the initial secondary s&rés 6), a tradition that was carried out
(up to and including the phrasal level) in Giedger{€985). The question as to whether
grouping of syllables into feet is or is not neeggscontinued to be raised. Kenstowicz
(1993) for example, discusses processes that seerrutially require foot structure.
Halle and Vergnaud (1987), convinced by these aegmisy and adding some of their
own, (33eve|op the well-known hybrid version of mediti theory which used ‘bracketed
grids’.

The AF theory differs from both standard metritedory and Prince’s grid theory
in reversing the order in which primary stressr@her: accent) and non-primary stress
(i.e. rhythm) is assigned. This theory remains rawith respect to the question as to
whether syllables are grouped into feet. One paigils that the assignment of rhythm
forms the basis for footing, allowing us to der{#& from (4)*

(7) [co oo 60]
x.)x.)(x.)
X

A
phonetic exponents

The AF theory is thus in several ways ‘backwardbew compared to standard
metrical theory:

(8) a. Standard metrical theory b. Accent firsotlye
i. Foot construction i. Primary stress
(Accent assignment)
il. Primary stress il. Rhythm
(Word tree construction) (Grid construction)
iii. Rhythm iii. Foot construction
(Grid construction) (Adding constituency)

We can also depict the differences in the follow@-manner:

13 | take the bracketed grid to be equivalent eée structure. This does not hold for the versioreligped

by Idsardi (1992, 2009) which uses unmatched btacke

14 Vayman (2009) also presents a model in which fmmstituency is assigned on the basis of a grid
structure.



(9) a. Standard metrical theory : Foot >> primargsg >> rhythm
b. Accent first theory : Primary stress >> rhythmfoot

With the display in (9), we make explicit that tbd#ference between the two theories
can, from the perspective of Optimality Theory (e and Smolensky 1993), be
understood as following from differences in the kiag of (blocks of) constraints.
Indeed, Prince and Smolensky, convinced by varHidst (1984) that at least in some
cases primary stress seems to determine rhythnthissas one argument for adopting a
non-derivational theory, i.e. a theory tleaaluatesstructures rather than building them.
If we adopt the motto ‘let there be structurese(dT generator) and we have blocks of
constraints that bear on the various aspects eéthguctures, we can have primary stress
constraints outrank rhythm constraints, and viasaeAnd indeed, if foot constituency is
seen as separate from rhythm, it is in principlesgae that the manner in which these
two are aligned can depend on the ranking of caimér as well. An OT-approach,
allowing for language-specific ranking this allowsth (9a) and (9b), as well as other
logically possible orderings.

Accent first theory does not adopt this OT-persigec At the time it was, and
still is, my view that parochial ranking is too pesul a mechanism. Thus | take the
ordering in (9b) to universally fixed, mostly inrtes of how the various relevant
components are ordered. The issue here, then,tisitlo ‘using constraints’. Even
though, | use a parametric model, it must be redlihat ‘set parameters’ (i.e. parameters
whose value has been specifiad® constraints?

| now turn to a brief description of the accentdule™®, which is followed in
section 4 by an extensive discussion of rhythmsdation 5, | present my main results
and conclusions.

3 The accentual module

This section summarizes the proposal in van dest{2012).

3.1 Bounded systems

In many stress languages, primary stress falls sgllable near the edge of the word
(initial, second syllable, third syllable, ultimagenultimate, antepenultimat¥):

(20) Possible accent locations in bounded systems

| Left | | | Right |

15 An independent issue is whether, next to comssrawe employ rules which remove constraint
violations when the grammar has combined morphentesvords and words into sentences.

16 A more extensive discussion can be found indearHulst (2009, 2012, in prep.a).

17 These characterizations of stress/accent lomatere based on StressTyp, a database for word
stress/accent systems of the languages of the yafri@oedemans and van der Hulst (2009), van ddstH
(this volume a). Except for some cases that audged in more detail, | did not include refererfoeshe
languages mentioned here and below which can allobed in the database that is available online:
http://www.unileiden.net/stresstyp/




Initial | Second | Third Antepenultimate | Penultimatel Ultimate
Czech | Dakota | Winnebago Macedonian Polish Turkish
Finnish French

In my approach, systems of this sort sdbeainlimitation on accent and then determine
the location of accentithin this domain. To this end, | adopt the followirey@meters:

(11) Word accent parameters

/\

Domain Accent

AN

(Bounded)  (Satellite) (Select) (Default)

} ' } '

L/R L/R L/R L/R

We also need mechanisms that determine accentsifirst place. | will assume that
accents are either due to syllable weight (in wegginsitive languages) or are lexically
marked on syllables (in so-called lexical accestays).

I will clarify how each of these parameters delgvarrelevant distinction:
(12) Explanation of parameters

a. Bounded = form a bisyllabic domain: on the lefright side of the word.

b. Satellite = ‘add’ one syllable: to the left or righf the domain (whether
bounded or unbounded).

c. Select = select the leftmost or rightmost accemthéndomain

d. Default = if no accent mark is present in the domassign accent to the
leftmost or rightmost syllable

The first parameter (Bounded) allows us to distisigibetween bounded and unbounded
accentual domains. If the domain parameterasactive, the domain equals the whole
word, which leads to an unbounded system; the pmtionactivity is indicated in (11) by
the parentheses around parameters. If, howeverp#rameter is active, we must choose
an edge for the domain. Bounded(L) gives us aelgffe accent (first or second syllable,
depending on parameters Select and Default), vBolended(R) gives us a right edge
system (final or penultimate, again dependent dacBand Default).

The parameter Satellite (if active) tells us thetre is a syllable to the left or right
of the domain. This allows the formation of trig§dic domains (if the satellite is
internal) or extrametricality (if the satellite isxternal i.e. adjacent to the word edge).
These two options are illustrated in (13) for ehtigdge bounded domain (domailus
satellite are here between curly brackets):

(13) a. Bounded(R); Satellite(R):



..... o{(o o0)+a}] (external satellite, invisible for accent)

b. Bounded(R); Satellite(L):

....0{o+(c0)}] (internal satellite, visible for accent)

The Select parameter is necessary because a dearaicontain more than one
accented syllable, at most two if the domain isrutad (ignoring the satellite option), but
more if the domain is unbounded, Select will briegolutionby designating the leftmost
or the rightmost accent as the winning’ accent witthe domain, which implies, by
convention, that all others are deletddrinally, if the domain contains no accent at all,
Default assigns an accent to the leftmost or rigistnsyllable in the domain. In section
3.4 | explain why these two parameters can alsodive.

To derive, for instance, the primary accent patw@frrCzech, which has initial
stress, we need to placeaunded domaion the left side and set Default for ‘lef?:

(14) Initial accent
(x )
[cocoo

Antepenultimate accent in Macedonian can be deiyelbcating a bounded domain on
the right edge of the word which, due a satellgkips’ the final syllable, setting Default
on ‘left”:

(15) Antepenultimate accent

{(x) .}
0000 0]

By adopting the bisyllabic domain and by allowirssipping’ of one peripheral syllable
on the edge, we account for the restricted edgatitmt of fixed accents in bounded
systems. Thus far, my approach is not very diffefemm one which would assign a
weight-insensitive non-iterative foot. To see thdtat is needed for accent location
cannot be accommodated by any variety of foot tygplthat has been proposed (see van
der Hulst 2000) we have to turn to weight-sensisiystems?

In so-calledweight-sensitivdanguages the accent is not fixed on a particular
syllable in the word, but neither does the accela randomly target just any syllable. As
shown in van der Hulst (2009, 2012, in prep a.jhwwia bisyllabic domain (and ignoring

18 Instead of deleting the ‘losers’, one could alsiead promote the winner (with an extra grid khar
The proper treatment of resolution depends on vendtisers can be phonetically cued or play a nole i
accent-sensitive rules. | discuss these issuearirder Hulst (in prep. a).

19 Many weight-insensitive languages can, at firght, be analyzed as either bounded or unbounfied.
shown in van der Hulst (2012) a decision can oftermade on the basis of the kinds of exceptiortsthiea
system permits. See Gussenhoven (this volumehéotreatment of exceptions in an OT-approach.

20 See van der Hulst (2000) for a detailed disomsand comparison of foot theories.



the option of a satellite here) there &ver logical options for right-edge weight-sensitive
systems (here bold sigmas represent heavy syllablesh heavy syllable projects an
accent mark if a system is weight-sensitive):
(16) Right-edge weight-sensitive systems
X X - X X X
i. a.6 0)] b.(co0)] c. (o 0)] d. (o 0)] e.g. Epena Pedee
Sel: right  Def: left
X X - X X X
ii. a. @ 0)] b.(o 0)] c. (0 o)] d. (o 0)] e.g. Yapese
Sel: right  Def: right
X X % X X
iii.a. @ o)] b. (o 0)] c. (o 0)] d. (o 0)] e.g. Sunda
Sel: left Def: left
X X X X X
iv.a. @ 0)] b. (o 0)] c. (o 0)] d. (o 0)] e.g. Aklan
Sel: left Def: right

We also find four patterns on the left edge:

(17) Left-edge weight-sensitive systems
X X - X X X
i. a.[6 o) b.[(co) c.[(c o) d. [(c o) e.g. Capanahua
Sel: right  Def: left
X X - X X X
i. a.[(c o) b.[(c 0) Cc.[(c 0) d. [(c 0) e.g. Archi
Sel: right  Def: right

X X % X X
iii. a. [(oc o) b.[(c 0) c.[(c o) d. [(c o) e.g. Malayalam
Sel: left Def: left
X X % X X
iv.a. [ o) b.[(c o) c.[(o o) d. [(c 0) e.g. Ossetic

Sel: left Def: right

10



If the domain contains only one heavy syllableinathe first two columns, it will always
be accented; both Select and Default are not retevathis case. Column (c), which
shows the case of two heavy syllables, and thusatweents if weight-to-accent is ‘on’,
shows the need for an edge choice for Select, wdulemn (d), in which the domain
contains no accent at all, shows that the settirigedault is independent of the setting of
Select, yielding four different systems. Thus, fifeosyllable is heavy and the other is
light, accent always falls on the heavy syllabléhé syllables are equal in weight, four
possibilities arise. The four-way distinction tha find at each edge cannot be accounted
for in any of the foot typologies that have beervalieped in standard varieties of
metrical theory. At least, no inventory of feet lea®r been proposed that can account for
this diversity without additional corrective machig such as movement or deletion rules
(as used, for example, in Halle and Vergnaud 19gi7Hayes 1995).

Interesting confirmation for the approach takereh&an be drawn from the class
of weight-sensitive unbounded accentual systems.

3.2 Unbounded systems and their theoretical consequences

Thus far we have assumed that the domain in wheckrd is assigned is bisyllabic. We
also have to reckon with a class of cases in wthieHocation of accent does not seem to
be restricted to a bisyllabic window on either saleghe word. In this class of systems,
the accent may occuanywhere in the wordmodulo Extrametricality). We can only
clearly detect unboundedness in a weight-sensgystem (or in so-called unbounded
lexical accent systerfis see fn.19). The rules typically favor either first or the last
heavy syllabldan the word, placing primary accent at either lgfe or right edge in the
absence of heavy syllables. Thus, we derive thegdossible unbounded accent types:

(18) Four types of weight-sensitive unbounded systems

a. Accent the last heavy, or else the first lighiable; e.g. Sikaritai

b. Accent the last heavy, or else the last lighable; e.g. Puluwatese
c. Accent the first heavy, or else the last lig§itable; e.g. Tahitian

d. Accent the first heavy, or else the first lightlable; e.g. Amele

All four patterns are attested in the languagawefvorld (also see Hayes 1995: 296-99).
Recall that the four-way distinction is possibledese both Select and Default have two
values which can be chosen independently:

(29) LAST/FIRST

Sel: right —X X Def: left x
00000000 00000

21 In such systems accents instead if being pegjeftom heavy syllables, are lexically marked owets
of morphemes. It may then happen that a morphadlgicomplex word contains either multiple accents
or no accent at all. See Revithiadou (1999) foemsitve coverage of such systems.

11



LAST/LAST

Sel: right —X X Def: right X
00000000 000000

FIRST/LAST

Sel: left X =X Def: right X
00000000 000000

FIRST/FIRST

Sel: left X =X Def: left X
00000000 00000

The only difference between the unbounded systemste bounded systems in (16-17)
and (19) is the size of the accentual domain.

At this point, the accent theory is no longer corapke to a non-iterative binary
foot approach, which reveals that the resemblahtieedoounded accent domain to a foot
is only apparent. Unbounded systems have always pexsblematic for metrical theory
and in the end the majority view was to reject sughounded foot types, thus restricting
the scope of metrical theory to bounded systemyd€bld995)However, such a strict
separation of bounded and unbounded systems iseuassary if, as | have proposed
here, we simply adopt the choice of domain (boundedunbounded) as a basic
parametef?

In conclusion, it would seem that primary stresbath bounded and unbounded
systems is non-metrical (cf. van der Hulst 1997thus modify Hayes’ (1995: section
3.2.2) idea that ‘stress is rhythm’ into ‘stresacsent’ (as well as many other things; see
van der Hulst 2012), although, as mentioned, soimesss systems have additional
rhythmic structure. Bounded accent locations migdny well be diachronically grounded
in rhythm, but it is also likely that word demaiticat as such is what motivates such
systems, with deviations from the first or lastlayle deriving from the effects of
syllable weight and intonation (see Gordon, thislur®). From a cognitive-
computational point of view, accent is autonomomsiependentand differentfrom
rhythm.

22 In early versions of metrical theory (Vergnaudi alalle 1978, Hayes 1981) the parallelism between
bounded and unbounded systems was captured bynietagbounded and unbounded feet. The theory
proposed here shares more with that version, aithhdbe use of unbounded feet was problematic for
various reasons. Unbounded feet (of which there lmarseveral in a word) are not identical to the
unbounded accent domain (of which there can be onb); see van der Hulst (in prep.a) for detailed
discussion. The theories proposed in Halle and ivard (1987) and Idsardi (1992, 2009) continue te@co
both bounded and unbounded systems in terms okdtext grid structures. These theories are still
different from the one presented here in thatnaalliversion of metrical theory, primary stresdislt on

the basis of rhythm, rather than vice versa. Adddily, and granted that the Idsardi theory builds
constituency, it would seem that the model propdsa@ is much simpler, while accounting for the sam
array of stress systems.

12



3.3 I saccent universal?

| have proposed that all languages with a cleanleggtress location (possibly dependent
on syllable weight) that is determined at the wtaekl and independent from phrasal
context should be analyzed as an accentual systemany cases, perhaps all, we find
that in languages with such systems, there areyalwards (sometimes few, sometimes
many) that display an exceptional accent locatieor, example, Polish has a rigid

penultimate stress, but it also contains words ¥uital and antepenultimate stress (Dogil
1999).

Accents also play a role in systems that have monrastive pitch manifestations,
which, traditionally, are called pitch-accent sysse(see van der Hulst 2011a, 2012, this
volume a). This two-fold function of accent raighe question whether accents can be
present in still other languages where a periphsiédble functions as the regular anchor
for intonational tones, or where such syllables ptymdisplay a greater array of
phonotactic (segmental or tonal) options than ofydlables. If accents can thus have
multiple exponents or correlates (see also varHigst, this volume a), it could be that
many more languages have accents than one migik thone only considers stress
systemg?3

Still, we must allow words to be unaccented eitiext to accented words (as in
Tokyo Japanese) or in the language as a wholehdnatter case of a non-accentual
language, it is possible that the language is bdesgribed as having stress that is ‘fully
automatic’ (in which case, however, the locatiorstoéss is sometimes hard to pin down;
see Goedemans and van Zanten 2007 for the casedofdsian). It is tempting to
hypothesize that in such cases the perceived sgdhe result of the post-lexical edge
prominence rule or a so-called boundary tone. Laggs without accent can of course
also be only rhythmic (possibly weight-sensitivejcse, like edge prominence, rhythmic
alternation is independent from accent, even thaughill interact with accent when
present (the interface conditiof)Finally, a non-accentual language can combinenhrnyt
and edge prominence and this then gives the appea@naestress-accent system and
therefore could be analyzed as such. | conjectuaé such systems are vulnerable to
developing exceptions in which case they definitedysition into the lexical accentual
realm. The fourth logical possibility would be trehon-accentual language has neither
edge prominence nor rhythm, which would yield a ptately non-rhythmic language.
The logical possibilities for non-accentual langesigre summarized in (24).

34  Why stress-accent languages do not have unaccented wor ds

23 See Hyman (this volume) for a critical discussibthe notion accent.

24 Such cases may give rise languages describbdvasg no multiple equal stresses. In van der Hulst
(1997) | suggest that rhythm only languages maye gige to so-calledount systemsvhen the last
rhythmic beat triggers association of intonatiopia¢éh which is then perceived as ‘word stress’. eNibtat
rhythm that does not ripple away from accent oapbkats, if both are missing, would have to beifpd

for its direction and its trochaic or iambic natuféis is a matter for further research.

25 Such a language might be tonal, but it shouldlbar that the properties of stress-accent, rhydnoh
tone are not mutually exclusive; see van der H2B11a and Hyman, this volume).
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In van der Hulst (2011a, 2012) | show that unlikeess, accent is neither necessarily
obligatory nor necessarily cumulative. | have juséntioned that in pitch accent
languages such as Tokyo Japanese words can beeatetdn which case Default is
inactive. If we also allow accent to be non-culntivex (due to the fact that Select is
inactive), we allow languages in which words cawehanultiple equal accents. This
option allows us to analyze languages with more tha high pitch peak (or ‘tone’) per
word to also be pitch-accent languages (rather tba@ language), as long as there is a
contrast between H and L ‘tone’ only. It would sedmwever, that in stress-accent
language, accent is always obligatory and culmieatin van der Hulst (2012) | suggest
that this is caused by the fact that an obligatmyg culminative accent qualifies as a
‘head of the word’ for which the optimal phonetioecis precisely the package of
phonetic properties that fall under the umbreltatstress stress, understood as primary
stress, beinghherentlyculminative. An additional reason may be thattress languages
which are also rhythmic, unaccented words (if plaséa under the principle of ‘freedom
of the base’) would all be assigned a rhythmicgratmost likely anchoring at the edge
at which accented words have an accent. This wmadde it difficult for a language
learner to avoid postulating the first beat of tiigthmic pattern as a default accent. In
short, two factors conspire to make stress-ac@rguages with unaccented words very
unlikely. The next question is whether stress-acdéanguages can have words with
multiple accents. If words have multiple accentgré is no culminativity which would
thus militate against choosing stress as a phowetielate of accent. This being said,
there are of course many languages which have &epred to have several stresses per
word and ‘no primary stress’ (see Hayes 1995).an der Hulst (1997) | have suggested
two possible analyses for such cases which typicaticur in languages that have
polysynthetic morphologies allowing for rather lowgrds. Firstly, such languages may
simply lack accent and only have utterance levekgibly weight-sensitive) rhythm.
Secondly, in such languages words may be dividéd several separate accentual
domains each with their own stress-accent.

4 Therhythm module
4.1  Systemswithout rhythm (but with the option of weight)

We established earlier that rhythmic alternatiomas mentioned for all languages that
have accent. On the assumption that this can mueanthere really is no rhythmic
structure (rather than this just not being mentibriey the linguist describing the
language), we must say that the presence of rhighparametric. This leads to weight-
insensitive languages that have a primary stregsathing else.

Of course a language can also be non-rhythmicstihde ‘weight-sensitive’, as
exemplified by the following examples:

(20) a. West Greenlandic Eskimo (Rischel 1974)

Primary accent is final
All heavy syllables are ‘strong’
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b. Waalubal Bandjalang (Crowley 1978)

Primary accent is initial
All heavy syllables are ‘strong’

Note that in these systems primary accent is weiglgnsitive because it is invariably
fixed. There being no rhythm, it would seem that teavy syllables are salient simply
because they are heavy and not because they attriagthmic beat.

4.2  Threetypesof rhythm

In this section, | propose a theory of linguistig/thm which, unlike standard metrical
theory, is not responsible for determining the tmra of primary stress. The primary
stress location is based on the accent, which terméed by a separate module, the
accent module, which has been briefly discussettheénprevious section. In the present
section, then, | will assume that the accent iplate (at least in accentual languages). |
postulate that the rhythmustbe sensitive to (‘faithful to’) word accent, ifggent, and
can be sensitive to syllable weight. Kager (1992) wemsdwhether, if a language has
syllables of different complexity, rhythm isn’'t werikely to be sensitive to it. |
sympathize with the spirit of this suggestion. duld be alright for a lexical rule (like the
accent rule) to ignore complexity in a syllablecégse grammatical rules are ‘abstract’;
they have been detached from their natural, phorgrtounding, and they may thus
reflect this grounding only partially. One mighgae that rhythmic rules, applying at the
post-grammatical utterance level, are more lika@ybe ‘natural’, and therefore more
reluctant to ignore phonetic substance that isadlgtuhere. However, while utterance
rules are much closer to their natural base thamgratical rules, they still reflect a
certain level of language-specific conventional@at® Hence, | will assume that rhythm
rulescan ignore weight, even if languages have a voweltlemistinction or open and
closed syllables. In fact, it would seem that theme= more languages, having syllables of
different complexity, with weight-insensitive rhyththan with weight-sensitive rhythm.
At the same time, we should perhaps expect thansnt properties of syllables alikely
to create variability in the distribution of rhytierbeats.

In the following section | discuss three typestofthmic patterns:

(22) a. Simple rhythm
b. Complex rhythm
i. Rhythm combining binary and ternary patterns
il. Rhythm with clashes

This three-way distinction is a pre-theoretical owhich | make for convenience at the
moment. A theoretically-based classification witherge from the subsequent discussion.

26 Pierrehumbert (1980) even maintains this forngtic implementation which makes it difficult to
separate utterance level rules from implementatibes. For a motivation of the difference | refervian
der Hulst (2011b, in prep.)
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A characteristic of simple rhythm is that itusidirectional whereas among the complex
rhythms in most, perhaps all of the calsisrectionalityis involved.

Simple rhythm is what Garde (1968) caitsho rhythnf’ This refers to rhythmic
beats that ‘ripple away’ from the accent:

(22) Initial stress and alternating rhythm: Pintupi (ldan and Hansen 1969)
X Accent
(o o) o o o o
X8 X X Echo rhythm

(left-to-right)

Simple rhythm can be binary or ternary, a distmetihat | will deal with in section 4.3.

Complex rhythm arises when the rhythmic melody arsto the edge that is
opposite to the primary accent. This is what, in dar Hulst (1984), | have callgublar
or antipole rhythm?® An example that is cited here is Piro:

(23) Piro (Matteson 1965)
X Accent
o o o o o (o o)
X X X Polar Rhythm

(left-to-right)

As shown, polar rhythm can create iaternal lapse it refrains from placing a beat on
the third syllable because that would create ahaldth the beat on the accented syllable.
In general (perhaps always), rhythmic patternschgach clashes.

In section 4.4. | will make the proposal that polaythm results from two steps:
the assignment of a beat (edge prominence) todbe that lies opposite to the accent
edge, which is followed by rhythm that echoes bH&at, rather than the accent.

The third class of rhythmic systems is complethat words are claimed to allow
a clash between two rhythmically strong syllabtgpjcally on the edge opposite to the
primary stress. As we will see in section 4.5isipossible that these systems, at least
when the clash is found on the edge opposite tetlye of the primary stress, are also
bidirectional in the sense of having a polar bbat,with rhythm this time echoing from
the primary stress, running into a polar beat wiaeckash is created.

| conclude this section with a typology which d&s the systems in terms of
presence or absent of accent, polar edge promirerttehythm:

(24)

27 Actually he refers to ‘echo accent'.

28 If we assume that the phonetic interpretatioseissitive to the grid structure alone, rather thamg
able to peak into the (lexical) accent structune, dpecial status of the primary stress must biedtet in

the grid structure by adding an extra grid markcd®ethat, for easy of presentation, | am not idahg
such an extra mark in the figures.

29 Gordon (2002) refers to these systemdiwss systemsvhile Kager (2005a,b) and others use the term
bidirectional systems
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/\

[-accent] [t+accent]
— /\
[-EP] [+EP] [-EP] [+EP]
[-R] [+R] [[R]  [*R] [R]  [*R] [R] [+R]
P
polar echo
PN
noclash clash
(a) (b) (o) (d) (e) (f) @ ) & O

(a) Non-accentual system without edge prominence dhrhysection 3.3)
(b) Non-accentual system with rhythm only (section 3.3)

(c) Non-accentual system with edge prominence withioythm (section 3.3)
(d) Non-accentual system with edge prominence and miytiection 3.3)

(e) Unidirectional accentual system without rhythm {gec4.1)
(H Unidirectional accentual system with echo rhythec{®n 4.3)

(g9) Bidirectional accentual system without rhythm (gec4.4)

(h) Bidirectional accentual systems with polar rhytreadtion 4.4)

() Bidirectional accentual systems with echo rhythmd aa clash (section 4.4)
() Bidirectional accentual systems with echo rhythrd elash (section 4.5)

In section 3.3. | mentioned the option of having aexent, which allows for a fully
predictable utterance level rhythm consisting dhesi edge prominence or rhythm or
both, as well as having no rhythm at all. In subsedq sections | will discuss the
possibilities for rhythmic patterns in accentuadteyns.

4.3 Rhythm in unidirectional systems
431 Weight-insensitive systems
In Gordon (2002) a survey is reported containingMgdght-insensitive languages. Two

of these display a clash (Gibwa and Biangai). Uimetto systems of this sort in section
453 In (25) 1 list the possibilities showing the numiné times each case is attested in

30 Kager mentions other ‘clash systems’ such asu@oShoshone and Tauya. These two, together with
Gibwa and Biangai, form precisely the four logipaksibilities for clash systems, as | will showsattion
4.5.
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Gordon’s overview. | added one case, namely Hixdaay which is weight-sensitive, in a
spot where | predict that we could also find a \meigsensitive cas#-

Taking all these cases to be of the type in whitythm echoes the accent
location, we can say that in simple systems a rhighpattern ripples away from the
primary stress filling out the string of syllablegshaustively with a maximal number of
beats (without creating a clasti)Given maximality, rhythmic beats on final syllablia
Murinbara and on initial syllables in Weri are eggge because they simpiyl out the
rhythmic alternation in an exhaustive manner. Wiegds explanation, then, is the fact
that such a peripheral beat is appareatiyoptionin Left-to-Right (LR) systems which
we see by comparing Murinbara to Pintupi, the tat®wing a final lapse in odd parity
words. This means the final beat in (25a) is apatac option, which | will refer to as
‘NonFinality (y/n)’. In Right-to-Left (RL) systemdjowever, initial lapses are excluded
which is why a minimal pair to Warao (in 25b) andcheimal pair to Weri in (25d), both
with an initial lapse, are unattest&drhis follows if rhythmification is exhaustive uste
parametrically curtailed (by NonFinalit§j.The absence of these systems is explained by
my approach because an initial syllable followed @yeatless syllable will always
trigger rhythmic beat additiof?.

(25) Weight-insensitive systems

Trochaic (53)

a. LR (32) b. RL (12)

X X X X
(Zo)ooocoaoo go)oococooo 000000(20) 000000(2.0)
X X X X X X X X X X X X X X X
X X X X
(Zo)ooooo go)oocooo 00000(20) 00000(20)

31 There are special cases such as Djingili in whieportedly, there is only one echo of the primar
stress.

32 Some of the systems in Gordon’s collection mayehfully automatic stress, in which case the
postulation of a lexical accent system might bestioped. However, as stated in section 2, | take
independency of phrasal context as sufficient nedsopostulating a lexical accent. Whether, int fac all
reported cases such autonomy is guaranteed istaimegiven that descriptions of ‘word’ stress @&
based on one word utterances; see de Lacy (thisngland Gordon (this volume).

33 The unattested case in (25c¢) is what Hermarlj2talls ‘anti-Pintupi’.

34 The obligaroriness of an initial beat (i.e. thgossibility of an initial lapse) and the optioityalof a
final beat are reminiscent of the asymmetry betwaesets and codas, in the sense that onsets aagsalw
possible and indeed sometimes obligatory, wheredasccan be absent, sometimes obligatorily so:

Rhythm Syllable structure
Initial beat (all languages) Onset (all langusge
Final beat (some languages) Coda (some languages)

The difference is that rhythmic patterns apply Hlonerds, whereas the presence of onset (excefitan
case where onsets are obligatory) or coda is dégdeindividual syllable in each word.

35 Hermans (2011) discusses two other unattest&tgrps called anti-Garawa and anti-Piro, both
bidirectional. | will mention these (and why theg dlformed) in section 3.4.
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X X X X X X X X XX X X X

Pintupi (14) Murinbara (18) Warao (12)  Unattested
lambic (9)
c. LR (4) d. RL (5)
X X X X
(0X)oocoocooo 0>)oocooo o0000(0%) 000000(02)
X X X X X X X X X X X X X X
X X X X
(0X)oocoooo 0>)oococooo 00000(0%) 00000(02)
X X X X X X X X X X X X X X
Araucanian (3) [Hixkaryana] unattested (0) Weri (5)

The question must now be asked how rhythmic begitiad operates in detaif. It must
not escape our attention that all systems attasté€gordon (2002), again ignoring the
clash systems, are neutral with respect to thecehoi iambic versus trochaic rhythm.
We just add non-clashing beats, starting with teeated syllable, in a maximal fashion
(as many as possible) with the possible exceptibfinal beats. | will refer to this
approach as Theory A (‘free beat addition’). | wvabnsider two alternatives and show
that each is more complex than Theory A:

(26) Free beat addition (Theory A)
X
o = o

Firstly, it could be argued that the impossibiliiyinitial lapses and the possibility
of final lapses reflect a ‘trochaic bias’

(27) Trochaic beat addition (Theory B)
X
o o = o o

This approach, like Theory A, explains the absesfcaitial lapses without further ado,
but it does require a ‘Final Fill-out’ parametangiead of NonFinality) to account for the

36 In a standard metrical analysis all systems @bel derived in terms of binary feet operating frieft

to right (LR) or from right to left (RL). Some sgshs would require unary feet, which some reseascher
like Kager (1991), have argued against. This wogld toward explaining why clash systems are
unexpected, but it also leads to the problem thaeg like Murinbara and Weri, which would have ynar
feet not causing clashes, cannot be accounted fids. problem would disappear if one would follows D
Haas (1991) who argued that causing or not caudeshes is the criterion for disallowing or allogin
unary feet.
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difference between Pintupi and Murinbara or betwéesucanian and Hixkaryana. By
postulating a trochaic bias for weight-insensitsystems, one would follow the spirit of
Hayes (1995), who proposed to abandon the weiglgnsitive iambic foot. Following
that proposal and taking it futher, it has beeruadgthat there is perhaps no pressing
need for ‘iambic’ rhythm at all. For example, innvde Vijver (1998) and van der Hulst
(2000) we see that in foot theories, iambic feaetehbeen losing ground to the point
where some researchers denied their existence.ryfh&oand B are similar in
complexity, with the difference that the free badtition rule in (26) is, of course, a
simpler rule than the trochaic rule in (27).

Secondly, let us consider a third theory. Princ888) makes a distinction
between ‘trough first’ (lambic) or ‘peak first’ {ichaic) perfect gridding. If a distinction
in two types of rhythm is made, we wouldt, in the AF theory, have to stipulate the type
of rhythm. Instead we could assume that the rhythpattern displays aopy of the
pattern that is laid down in the accent window.sTthieory, however, needs not only a
final fill out parameter, but also an obligatoryiewf ‘Initial Fill-Out’ to explain the
absence of initial lapse3his is demonstrated in (28). As before, primamest is
represented by capital sigma and rhythmic beatsradterlined:

(28) Even-parity Odd-parity
a. Initial accent: trochaic rhythm

(X0) o0 00 00 (X0) oo 00 O
X X X X X X X [x] Fihéll out (y/n)

b. Penultimate accent: trochaic rhythm

00 00 00 (20) 00 00 O (20)
X X X X X X X

c. Peninitial accent: iambic rhythm
(0%) oo 00 0O (0¥)cooco o
X X X [X] X X X il fill-out (y/n)
d. Final accent: iambic rhythm
00 00 00 (02) 0 00 00 (02)

X X X X x X X x (Initial Fill out)

This leads to a slightly more complicated theowlléd Theory C).
In sum, we have three approaches to weight-inbemssystems, which are
descriptively equivalent, while differing in comgléey:
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(29) Theory A Theory B Theory C
Free beat addition Trochaic beat addition Pattepyc
+ Non-finality (y/n) + Final fill-out (y/n) + Intial Fill out
+ Final Fill out (y/n)

Given that Theory C is more complex than both otheories, and given that ‘free beat
addition’ (Theory A) is simpler than trochaic beatdition (Theory B), it would seem
that we have to go with Theory A.

Let us briefly look at ternary systems, adoptingdity A. We can then say that a
ternary system arises hbyaximizing the occurrence of laps@iefining a lapse as a
sequence of two unstressed syllables), while bisgsyems maximize the occurrence of
beats. That a rhythmic sequence two syllables earain without a beat, but not three is
understandable since a three syllable sequenckeflaby rhythmic beats can undergo
free beat addition without creating a clash, whilevo syllable sequence cannot:

(30) a. Binary pattern
X X X X
o o o o o o o
b. Ternary pattern
X X X
o o o o o o o
C. *Quaternary pattern
X X
o o o o o o o

Since in (30a) and (30b) free beat addition camdot any beat without creating a clash,
binary and ternary systems represent the only tessiple rhythms. The quaternary

pattern (30c) can undergo beat addition withouating clashes, which gives then gives
rise to a binary pattern.

We find ternary rhythm in Cayuvava (with antepeinudtte accent and ternary
echo rhythm; Foster 1982):

(31) X X X R (echo)
[c o o o o o > o o]

It is important to note that if we are one syllaBleort from creating an initial dactylic
sequence, an initial lapse results in Cayuvava:

(32) X X R (echo)
[c © o o o > o o]
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If we were to adopt Theory B, we could capturetdreary pattern (including the
initial lapse) by formulating a trochaic (or ratttrctylic) beat addition rule:

(33) Beat addition
X

o) o) o) = o) o) o)

Here, given the scarcity of data it is difficultddferentiate between the three theories in
(29). I know of no minimal pair to Cayuvava thaslan initial beat in a case like (32).
But if ternary systems allow a choice of this k{mcich would not surprise me), all three
theories would have to adopt an Initial Fill-Outrgrmeter (which could be construed as
the edge prominence rule), although in Theory Beaald build this into the rhythmic
beat addition rule as follows:

(34) Beat addition
X

o o ) = o o (0)

Another language with a ternary pattern, Tripuran@a (Houghton 2008) has initial
accent with echo rhythm operating in a LR mode:

(35) X X X R (echo)
[Z o o o o o o o]

Note that a beat must be added to the penultimdiEbke in an even-parity sequence,
which suggests that the beat addition rule in (84gquired. In this case, it would seem
less likely to find a minimal pawithoutthe shorter clause because that would leave the
string in (35) ending in 4 syllable lapse. In The#y, this situation is prohibited given the
definition of clash. Hence a rhythmic beat musatded?’

Thus, Theory A generates the patterns of Cayutiaval-32) and Tripura Bangla
(in 35) directly as the only two possibilities. Hever, ternary systems are not very
frequent and perhaps little can be said about theyond what is said here. Cayuvava,
Tripura Bangla and some other examples are disdussaore detail in van der Hulst (in
prep a.)®In the remainder of this article, | will focus omary rhythm.

In conclusion, Theory A (free beat addition - sgbj® no clash) explains in the
simplest way why the binary patterns that Gordos foaind exist (ignoring the clash
systems for the moment) and other conceivable ipatido not (granted that Hixkaryana
fills in for a Weight-Insensitive (WI) system thaas a final lapse). Within this theory,
ternary systems arise whbmary lapsesare maximized (which is parameter 1d).

37 One might argue that free beat addition cowdd alace a beat on the antepenultimate syllablethat
would be precluded given the directional naturefree beat addition, since each application of beat
addition seeks to skip a lapse.

38 The case of Sentani is also very interestingingosome special challenges. See Elenbaas (1889) a
Elenbaas and Kager (1999).
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4.3.2 Weight-sensitive systems

We now turn to weight-sensitive (WS) systems. B tlhhythmic domain differentiates

between light and heavy syllables, the distributtbmhythmic beats must pay respect to
this distinction: heavy syllables will be associhtéike accented syllables, to a beat,
leaving intermediate strings of light syllables pp@r free beat addition. This then

requires a weight-parameter:

(36) Weight (yes/no) (= 1c)
The crucial issue in accounting for rhythm in WStsyn is how precisely beat
addition interacts with heavy syllables. Again llwompare the three different theories

in (29). The following table spells out which rhgitt patterns have been attestéd:

(37) The interaction of rhythm and weidht

LR RL

h h
X X
I 1 h (a: Menomini) I I h (e: unattested)
X X X X
| 1 h (b: Cahuilla) I 1 h (f Fijian)
hil hil
X X X X
h 11l (c: Menomini) h il (g: unattested)
X X X X
h 11 (d: Cahuilla) hil (h: Fijian)

In LR mode, we find two different cases. In Menonfoase 37a) beat addition can clash
into a heavy syllable, namely when there are tvghtlisyllables preceding a heavy
syllable; this is called a ‘Forward Clash’ (Print@33). Following a heavy syllable, one
light syllable is skipped (case 37c). The revesséound in Cahuilla (cases 37b and d).
Taken at face value, this difference suggests tipgy theory of rhythm (Theory C) if we
adopt the following copying table:

39 Here we are still considering systems in whitythhm echoes the accent position. In echo systdms o
this kind, rhythm can ripple away from the primatyess, creating a LR rhythm if stress is on tfiecldge

and creating a RL rhythm if it is on the right-edgtowever, the interactions between rhythm and yeav
syllables found in echo systems are expected tthéesame as those found in polar systems which are
discussed in section 4.4. In other words, the auon between rhythm and heavy syllables, while
dependent on the direction of the rhythm, is nqietelent on whether the rhythm echoes the accent or
moves toward it from the opposite edge.

40 Hayes (1995) analyses the languages in thie:td#nomini (218-221), Cahuilla (pp. 132-140), &iji
(142-149), each of which have the patterns in t&®f@, which is not to say that these patterns ayliboll
descriptions of the stress system of these language
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(38)

Initial heavy or second (I/S) ilambic rhythm Menam
Ultimate heavy or ultimate (U/U)  iambic rhythm aitested
Initial heavy or initial (I/1) trochaic rhythm Cailla
Ultimate heavy or penult (U/P) trochaic rhythm &iiji

The problem is that we do not find the same poés#si in the RL systems. To
demonstrate, | replace table (37) by the more exghble in (39), this time putting in

foot boundaries, assuming the asymmetric foot thebHayes (1995):

(39) The interaction of rhythm and weight
Left-edge accent + LR Right-edge accent + R
echo echo
[ 1 h | I h
I/S X X U/U accent X X
accent+| (I 1) (h) (a: Menomini)] + iambic| (I I)(h) (e: unattested)
lambic echo
echo [forward clash] [backward clash]
I/l initial | x X U/P accent x X
accent+| (I 1) (h) (b: Cahuilla) |+ trochaic| (I 1) (h) (f: Fijian)
Trochaic echo
echo
hil hil
I/S X X U/U accent x X
accent+| h) (I I)  (c: Menomini)| + iambic| h) (I I) (g: unattested
lambic echo
echo
I/linitial | x X U/P accent x X
accent+| (h) (I )  (d: Cahuilla) | + trochaic| (h) (I 1) (h: Fijian)
Trochaic echo
echo [apparent backward claslr] [apparent forward clash]

In RL mode no clear evidence for iambic rhythm banfound. Hayes (1995: 262) notes
this and he regards it as an accidental gap (p-626Bager (1993) explains the total
absence of RL iambic weight-sensitive féetwith reference toBackward Clash

41 In Kager's theory the weight-sensitive iambiotfts a moraic foot, replacing Hayes’ unbalanceat fo

type (which allows a light-heavy sequence), but tleees not affect the present discussion.
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Avoidance An apparent backward clashn arise in LR mode, as in the Cahuilla case in
(39d). In this case the clash is apparent becaysslting a beat to a post-heavy light
syllable no clash is actually created, if it isweed, as Kager points out, that heavy
syllables have an inherent ‘(x.)’ pattern, branghinymes being left-headed:

(40) o O [MHle O o o
X X

In conclusion, while a RL mode does not need ahtsméiambic distinction, for the LR
mode the distinction between trochaic and iambigthitm remains necessary (which
appears to necessitate the copy theory, TheoryNGje that we must assume that a
forward clash (as in Menomini, 39a) must be tokntadnd here it could be argued that a
clash in this case cannot be prevented if beatiaddiannot ‘look ahead’ (Prince 1983).

We now face a problem. In weigimsensitive systems, Theory C (the copy
theory) is possible, but undesirable, given thae fbeat addition (Theory A) or trochaic
beat addition (Theory B) also work and are simplgh Theory A being the simplest
theory. But in weight-sensitive systems we seemetd Theory C.

What would it take for Theory A (or B) to deal tvitveight-sensitive systems?
We first should note that the RL cases are, in, fadity compatible with Theory A or B
since precisely in this direction we need to blblo& use of iambic feet if theory C is
adopted. This means that Theory C is only cruciediguired for LR weight-sensitive
systems to make the difference between allegechdiocand iambic patterns. This
warrants a closer examination of the weight-seresitiR cases. Cahuilla, the ‘trochaic
case’ is compatible with Theory A given that a biedibwing a heavy syllable does not
count as a clash (see 40). Thus, the only typasé that stands in the way of Theory A
is the case which Hayes (1995) analyses as a LBhtveensitive iambic system, such as
Menomini, which allows the patterns in (41). Formgarison, | have added the
corresponding patterns in Cahuilla in (42):

(41) Menomini
a. © o (umle)o o o (=35a)
X X
b. o (c [ue) (o 0 o (=35¢)
X X
(42) Cahuilla
a. © o (umle)o o o (=35a)
X X
b. o ( [ule)(c 0 o (=35¢)

X X
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It is interesting that Hayes claims that Menomias la rule ofiambic lengtheningwhich
effectively makes syllables bimoraic in all casd®we they precede a bimoraic syllable (see
Hayes 1995: 338).

(43) o [UH]e [UM]le O o o (=41a after lengthening)
X X

This means that clashes are not desirable, evencim alleged iambic systems, which all
seem to have either iambic lengthening or someddagestressing of the pre-heavy light
syllable. We could thus assume that the prohibitiorclashes is always maintained if it is
the case that a forward clash is always immediateaired’ (indicated in 44a as ‘[>h’ for
iambic lengthening). The problem is that this doest take away the difference between
Menomini and Cahuilla since in a sequence ‘h | Ibbth languages would display a
different rhythm:

(44) a. Menomini b. Cahuilla
X X X X X X
h | [(>h) h h I [ h

Rather than giving in to Theory C, let us give TityeA (and Theory B) another chance
and ask whether the differences in rhythmic pastdretween (41) and (42) can also be
attributed to another factor than the alleged niisibn between trochaic and iambic
rhythm. Note that in Hayes’ foot inventory theres &wo differences between the two
types of weight-sensitive feet. lambic feet arel gai besyllabic in that combinations of
light and heavy syllables form a (maximal) iamaotf while trochaic feet are said to be
moraic in that they maximally (and minimally) coimt&vo moras:

(45) iambic + syllabic trochaic + moraic

Suppose, then, that we attribute the differencesdsmt (41) and (42) (or between 39a and
39b) to a difference ithe type of unithat is rhythmified. Assuming theory A or B we can
derive the difference between the two types of tesgnsitive systems as the result of
rhythm being syllabic or moraic. With this approaeh also need a stipulation, namely that
in syllabic systems beat addition can create adatwelash (which will be subject to repair

in the form of iambic lengthening or destressing):

(46) The interaction of rhythm and weight (revised)

LR RL

[ 1h [ 1h
Syllabic| x x [forward clash allowed] X X

I 1 ' h (a: Menomini) I I h (e:unattested)
Moraic | X X X X

[ 1 h [ 1 h

(b: Cahuilla) (f: Fijian)
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[l
X
I

[l
X
I

Syllabic
(g: unattested)

Moraic

h h
X X
h | (c: Menomini) h |
X X X X
h 11 (d: Cahuilla) hil (h: Fijian)

Again starting with the left side of (46), the difénce between (a) and (b) follows from the
stipulation that a syllabic system allows a forwelash. The difference between (c) and (d)
also follows because, all other clashes being dodn, a syllabic system has to skip a
syllable after a heavy, but a moraic system doesgghen that the second mora of the heavy
syllable ‘prevents’ a clash.

On the right side of (46), we have cases of mdrathaic rhythm (like Fijian). | do
not have an example of syllabic trochaic rhythnctBa case, however wouhdt produce
the patterns in (46e and g), rather (given thavdod clashes are allowed in a syllabic
system and backward clashes never are) it wouldectga on the same pattern that is found
in RL moraic systems. This means that, given Théooy B, there is no ‘unattested case’ in
the RL mode. Rather, in RL mode syllabic and moraigthm converge on the same
pattern.

(47) Theory A or B

LR RL

Syllabic Forward Clash allowed No clash E
Moraic No clash No clash

The question might be raisadhy rhythm is clash insensitive in forward mode whezight

is computed at the syllable level, whereas whethrhyis computed at the moraic level no
such tolerance exists. It is perhaps reasonabtkirt that what makes syllabic systems
unable to ‘see’ to an upcoming clash in forwardkiog mode is that in a syllabic system,
syllabic boundaries create apacity effectprohibiting beat addition from seeing that the
upcoming syllable is internally bimoraic and thesy.

In sum, Theory A (or B), augmented with the syliémora parameter, is actually
superior over Theory C because the latter theamele an unexplained gap:

(48) Theory C

LR RL
lambic Forward Clash allowed No clash [gap]
Trochaic No clash No clash

Since Theory A is simpler than Theory B, | conclullat the claim that all rhythm is free
is tenablé®, ending up with the rhythm parameters in (49):

42 An objection against a total dismissal of thahbé&/trochaic distinctions could be based on aryais
of Creek which has been described as a count sybtanhas LRambicfooting, with primary stress on the
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(49) Rhythm parameters (Theory A)

a. Weight (y/n)
b. Lapse (y/n)
c. NonFinality (y/n)

We now turn to rhythm in bidirectional systems.

44  Rhythmin bidirectional systems

In section 2, | mentioned that rhythmic languagesy rhave either echo or ‘polar’
rhythm. The difference was illustrated in sectionwizh two languages with different
accent locations, rhythm being either echo (Pintupitial accent) or polar (Piro,
penultimate accent). To illustrate the differencghwanother minimal pair, consider
Pintupi and Garawa, where this time the accentilotas the same:

(50)
a. Pintupi (echo)
X Accent
(o o) o o o o o
X X X X Rhythm
(LR, echo)
b. Garawa (polar)
X Accent
(o 0) o o o o o
X X X Rhythm
(RL, polar)

It would seem that the conclusion that rhythm inr@®s comes from the right is
inevitable, since there is otherwise no good exgdlan for the consistent beat on the
penultimate syllable, irrespective of the numbesyfables*

rightmost foot. An easy way out for cases of thipet would be to say that the first syllable is
‘extrametrical’, but allowing that approach, makesn general very difficult to distinguish between
theory that prohibits iambic rhythm and one thaégoot. In van der Hulst (in prep a.), | discusanto
systems in more detail and suggest that they malpbdo ehidden accent ruléhat places an accent on the
second syllable. This also solves the problem thlérwise not only the iambic/trochaic distinctimn
needed, but also, with neither accent nor polat foeefer to, a direction parameter would be ndede

43 Nonetheless Halle and Vergnaud (1987) proposeidirectional analysis. In fact, their analysiese
Garawa as a ‘count system’. To get the primarysstiensistently on the first syllable, they theedcha
rule that deletes a branching foot in post clasditipm (in words with an odd number of syllables):

X
X X X X
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Kager (1991, 2001, 2005a,b), Gordon (2002), Alif2005), Hyde (2008),
Houghton (2008) all discuss discusses bidirectiggatems within the context 3t The
main objective of these authors is to explain winyycacertain types of polar systems
exist. However, instead of first allowing ‘everytgi and then excluding what is not
attested (the OT-approach), we can also charaeténz polar systems that are attested
directly. It then follows that everything else istrpossible; this is the approach that |
follow.

In (51), following Kager (2005a,b) we find a (pmeinary) typology of
bidirectional systems:

(51) Bidirectional systems

a. Weight-insensitive trochaic systefns

RL LR RL LR
(20)o(go)(g0) (oo)(g0)o(20) (00)o(a0)(20) (20)(go)a(a0)
Garawa Piro unattested (>Spanish) unattested

b. Weight-insensitive iambic systems

RL LR RL LR
(0%)o(og)(00) (00)(oo)o(0Z)  (0o)o(og)(0Z) (02)(cg)o(o0)
unattested unattestdd unattested unattesféd

Many patterns are claimed to be unattested (seerkdi5ab, Hermans 2011, Hyde, this
volume). Kager proposes to rule out all systemghésecond and third column in (51a
and b). In each of these cases we have a meds# it immot adjacent to the primary

As pointed out in Kager (1991) the problem wittoaling destressing rules of this type is that thay be
used to generate a variety of unattested pattepesiifically patterns that have a lapse that isagjacent
to the primary stress. Whether such lapses ar@adhifhtolerable is questionable. | return to tlisuie
below. In any event, it is clear that the mostigtiorward way to avoid predicting impossible patis
caused by using destressing rules is to avoidpaga, destressing rules altogether, at least wihey dre
motivated by the need to patch up results thaperduced by the stress algorithm. If correctivetdssing
rules of whatever sort are banned, there is onéymssible analysis for Garawa and English, whdé
bidirectional one.

44 Also see Shaw (1985) for a different kind ofiaiton in which there are two competing accentsule
45 Kager (2005a) operates with a theory that exedube use of unary feet.

46 This is the system that Hermans (2011) calls-@arawa’.

47 This is the system that Hermans (2011) calls-Rino’.
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stress and Kager proposes a constraint that ptsiplecisely this. The first two cases in
the iambic row (in 51b) are ruled out in terms tfiey constraints. However, it seems
much simpler to weed out the entire iambic row pgealing to Theory B in which only
trochaic rhythm is permitted. This leaves us wité tases in (51a), two of which are then
claimed to be impossible. At this point is not cleaw Theory A would derive the same
result if we assume (as for Theory B) that rhythen start at the edge opposite to the
edge of the accent.

However, whether the two unattested cases in (&fajruly impossible systems
is debatable. As pointed out in Hyde (this volunmgpanish is reported to have this
pattern as one of two possibilities, the other iy being a unidirectional pattern; see
Harris (1993) and Hualde and Nadeu (this volume):

(52) Colloquial patternoococodo (bidirectional, with an initial dactyl)
Rethorical patternrodooodo (unidirectional)

Given the possibility of the colloquial patternetuestion arises how this pattern can be
derived. One possibility offered in Roca (1986}dspostulate an echo rhythm rippling
away from the accemius a rule that shift a beat to the initial syllableem odd number
of syllables preceded the stress-accented sylldd#es, as indicated in section 1, 1 will
propose that this pattern (as well as all bidiewl systems) arises from a two step
process. First, a polar beat is assigned to the &uf lies opposite to the edge of the
accent and then free rhythmic beat addition fillshe space in between the polar beat
and the accent, either departing from the polat (gsin Piro) or from the accent (as in
Spanish). This proposal not only allows us to ad®peory A, there is additional
motivation for it, as | will now show.

If bidirectionality requires a polar beat, we woelkpect that such polar beats can
occur independently from rhythm. In (53) | presariist of directional systems that have
been mentioned in Kager (1991, 2001, 2005a,b), @o1@002), Alber (2005), Hyde
(2008) and Houghton (2008). This list firstly canis the absence of systems as in (51b).
More crucially we note that in many cases (a mgjon fact), here marked with an
asterisk, there is no rhythm intermediate betwéerptimary stress and the polar beat:

(53) Attested bidirectional systems

a. Systems with left-edge primary stress

Accent\ Polan U PU APU
rhythm)
I (Tauya) Garawa Walmatjarri*
Nakara Mingrelian*
Watjarri*,
Walmatjarrf®
Lower Sorbian*

48 Walmatjarri* reportedly has two patterns: the+poimary beat can also be on the APU syllable.
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Gugu Yalanji
S - - -
T - - -

b. Systems with right-edge primary stress

Accent\ || S T
Polar rhythm

U Gosiute Shoshonge- -
Canadian Fr*
Udihe*
Armenian*

PU Piro ?Southern Paiute -
Polish

Sibutu Sama*
Anyulu*
Awtuw*
Chimalapa*
Sanuma*
Murut*

APU Georgian - -

What we see is that for initial accent systems,gbkar beat can be on the penultimate
syllable or on the antepenultimate syllable, wherea final accent systems it can only
be initial. Thus the typical pattern is the one rfduin Garawa, repeated here for
convenience, where the polar beat (indicated id)aslthe source of echo rhythm:

(54) Garawa
X Accent
(o 0) o o o o o
X X X Polar beat + echo

Since third and second syllable accent systemsaaeewe are not surprised to have no
polar examples. These could be accidental gaps.

For systems with right edge accent (the caserol) B a representative example
with penultimate accent and rhythm rippling awaynfra polar beat:

(55) Piro
X Accent
o o o o o (o o)
X X X Polar beat + echo
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This pattern perhaps also applies to English andhfd A example that has a polar beat
and no rhythm is found in Sibutu Sama (Elenbaaskager 1999, Gordon 2002):

(56) Sibutu Sama

a. bs.(sa.la) ‘talk’

b. bis.sa.(l4.han) ‘persuading’

C. bis.sa.la.(han.na) ‘he is persuading’
d. bis.sa.la.han.(k&d.mi) ‘we are persuading’

Note that in (56a) there is no polar beat whenwusild clash with the primary stressed
syllable®®

Polar beats create what van Zonneveld (1982) &léedca ‘hammock pattern’ and
what Fénagy (1980) calls an ‘accentual arch’. Titié&a is worked out more explicitly in
di Cristo (1998), who proposes two principles foprmpinence assignment: the Accentual
Bipolarisation Principle (BPP) and the Accentuaktdrchisation Principle (AHP). The
BPP captures the tendency that at each level sogdio structure the first and last items
stand out in prominence. The AHP states that thietmost prominent item will be the
most prominent unit. Assuming that it does not ht@vbe the rightmost item that always
wins out, this approach is compatible with the syl to see the polar beat as an
independent phenomenon. This idea is also propogddskal (2011), who refers to this
mechanism a&dge Prominencea term that has been adopted here (alongsidalInit
Beat Addition). In line with these ideas, let umcode that the polar beat is firmly
separated from the rhythmic alternation that maynay not be present in the ‘valley’
between the polar beat and the accent.

There are three additional arguments in favor efttho-step approach to polar
systems. Firstly, when there is rhythm, the firsap beat is generally described as being
stronger than the intervening rhythmic beats. Thggest that the initial non-primary
stress has a different source than the other niomapy stresses. This argument leads to a
second argument, namely that in utterance strugtarsee that secondary stress resulting
from both polar beats and primary stress can batiction as anchors for intonational
pitch accents. In English, for example, polar beats attract intonational tones, which
gives rise to the well-known pairs in (57), whempitalized syllables carry a pitch
accent:

49 For Dutch see Booij (1995) and for English de$i€l991).

50 Hualde and Nadeu (this volume) show that in Spapwhr beats are not avoided when immediately
preceding the primary stress. This would imply thath clashes are not universally ruled out. Tneesia
true in English as long as the initial syllabléenesavy. It could be argued, however, that in Englistether
heavy pretonic syllables have secondary stresxisdlly determined, given minimal pairs suchpasdice

vs protract | would instead argue that pretonic reductioa sound change in progress which is subject to
lexical diffusion. Words that have been hit by thisocess fail to undergo the beat addition edge
prominence rule. This allows me to maintain thatogelary stresses cannot be lexically specifietiat
been argued loan words that have submitted theesébvthe stress regime of the receiving language k
the stress location of the donor language as aredigtable secondary stress, as for example in kkya
but Paul de Lacy (p.c.) informs me that these daare incorrect. See van der Hulst (in prep. a) for
discussion.
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(57) a. (That chair is made of) bamBOO
b. BAMboo enCLOSures

Here, in the present analysis, (bam) has a polat While (boo) carries the accent.
Intervening alternating stresses cannot attraanational pitch accents which again
suggests that there are two kinds of non-primagsses. In the next section, we will see
a further possible argument based on the facttbigtmechanism of ‘edge prominence’
offers an explanation for why there can be clasttesys (Moskal 2011).

| also here refer to the fact that, in a numbemplaices, Hayes (1995) makes
reference to ‘phonetic strengthening’ or ‘phonetical lengthening’ to explain a
perceived or reported prominence of peripherabbidis that cannot be straightforwardly
explained by the metrical algorithm that he progofm the language in question. |
suspect that cases of this type could also be titddrther motivate the mechanism of
edge prominence.

In conclusion, | suggest, that we enrich the modé&h a post-grammatical
module that is responsible for creating a hammatiem. It is not obvious that this post-
grammatical module has access to the same regebiparameters that the lexical
accent module must contain. There is, for exampbegvidence for anything beyond an
initial or final ‘trochaic’ ‘(x.)’ accent domain (Bwing for Extrametricality in the case
such as Walmatjarri and Mingrelian). Here | refriiom proposing a formalization of the
polar module, but let me add that it would not semmect to grant the polar rule lexical
status since it its application may be dependenploasal context, as can be illustrated
by a pair of examples from Prince (1983):

(58) a. Fort Ticonderdga
b. Ticonderdga

In (57a), the weight of the second syllable in corabon with an immediately preceding
primary stress disfavors the initial polar beati§Tshows that edge prominenzan be
weight-sensitive.)

It is also interesting to note that the polartbezan baeanalyzed as the lexical
accent, leading to ‘accent shifts’ from, for exammgenultimate accent to initial accent or
vice versa, as exemplified in the aboriginal largrsaof Australia (see Goedemans 2010)
and the Slavic languages (with penultimate acaefdlish and initial accent in Czech;
see Dogil 1999). Perhaps cases of ‘competing stides’ as reported in Shaw (1985)
can be interpreted in this light, seeing one ofdbmpeting stress rules as the innovating
pattern, arising from edge prominence.

45  Systemswith rhythmic clashes?
In this final subsection | turn to systems thaptiiy clashes. The general idea is this. It
would seem that rhythmic beat addition cannot caclsshes between alternating

rhythmic beats (which includes the rhythmic beatoasted with the accent). | suggest
that clashes are allowed only if they originaterfrdifferent sources. As we have seen in

33



the preceding section rhythmic beats can clash betits that mark heavy syllables. We
will now see that rhythmic beats can also clasthwiiéats that result from the Edge

Prominence rule.
In (59), following Kager (2001), Gordon (2002) adgde (this volume) we have

several systems that systematically allow clashestact, there is a case for each
direction and rhythmic type:

(59) Clash systems
LR RL
Trochee a. Gosiute Shoshone b. Biangai’
(z0)oooo 00000(20)
lamb c. Gibwa d. Tauya
(02)ooo00 0000(0%)

None of these cases are discussed in Hayes (1B@6he does report that Southern
Paiute which has" syllable accent and rightward rhythm does not he¥imal beat in
words with an even number of syllables and instkad a beat on the penultimate
syllable, which creates a clash between the antdjpmate and penultimate syllable.
According to Hyde (this volume) we also find thattern in Aguaruna and he notes that
the reverse of this pattern is not attested:

(60)
LR RL
Trochee Southern Paiute Not attested
(0X)oocoooo 000000(20)

Let us take a closer look at each of these systi#rsiscase (59a):
(61) Gosiute Shosone (Miller 1996)

Initial accent plus echo and fixed final beat

X
(o 0) o o o
X X X
X
(o o) o o o o
X X X X

51 A reviewer notes that Passamaquoddy, Maithidi &outh Conchucos Quechua also have the ‘Biangai’
pattern.
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The final beat cannot be accounted for in term$of assignment in even numbered
words, so my suggestion is (following Moskal 2013t it can be understood as a polar
beat. In this analysis the clash results becawsehythm that echoes the primary stress
clashes into the polar beat (indicated by a ‘bd)JdThe Southern Paiute case also falls in
this type, having a polar beat on the penultimglialsie.

The next case is (59b):

(62) Biangai (Dubert and Dubert 1973)

Penultimate accent plus echo and fixed initi@tbe

X
o o o o o (o 0)
X X X X

As mentioned, we could derive this (in words of amynber of syllables) in terms of a
RL trocheeallowing unary feet in clashiThe alternative, within the present approach, is
to analyze the initial beat as polar with rhythmattlechoes the primary stress clashing
into it.

Thirdly, we turn to case in (59c):

(63) Ojibwa (Kaye 1973; Piggott 1983)

Second syllable accent:

X
(o 0) o o o o o
X X X X

Kaye (1973) and Piggott (1983) propose an analgsi©jibwa using rightward iambs,
allowing degenerate feet (data cited from Kager7200

(64) a. na.gd.mo ‘he sings’
b. ni.bi.mo.s¢ ‘I walk’
C. ni.nd.ga.mo.min ‘we sing’

However, in this case too we could appeal to argalal beat and rhythm echoing the
primary stress clashing into this final beat.
Fourthly, we discuss case (59d):

(65) Tauya (MacDonald 1990)

X
o o o (o 0)
X X X
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o o o o (o 0)
X X X X

As in the case of Gosiute Shoshone, no metricdlysisas available for words with an
even number of syllables, but we could once mopealpto a polar beat analysis.

In conclusion, Gibwa and Biangeould be dealt with in a metrical approach by
allowing unary feet in clash (which would have t® ¢onsidered very exceptional) but
the other two systems cannot even be metricallyessmted. Interestingly, Hyde (this
volume) argues that Gosiute Shoshone and Tauyaldiesmremisanalysed and thus do not
constitute examples of the relevant clash patterifs. however, all the reported clash
systems represent a genuine phenomenon, this stemsgthe idea that in addition to
accent and rhythm there is a third player thatam@rtribute to the prominence profile of
words, but given the available data and controesrgie need further research regarding
the relevance of clash systems before we basecbmulusions on them.

5 Conclusions

In this chapter | have shown that the availablelente regarding word internal rhythm
can be accounted for in terms of the followingsfgtarameters:

(66) Rhythm parameters (Theory A)

a. Polar beat (y/n)

b. Rhythm (polar/echo)
c. Weight (y/n)

d. Lapse (y/n)

e. NonFinality (y/n)

The polar beat parameter regulates the presenedgaf prominence, i.e. prominence on
the edge that lies opposite to the primary stithss creating a hammock pattern. Various
arguments have been presented that strongly sugjgesheed for recognizing edge
prominence as an independent parameter. Paranigtendicates whether rhythm is
echoing the accent or, if present, the polar Heatameter (c) decides whether rhythm is
weight-sensitive and parameter (d) decides whethgthm is binary or ternary.
Parameter (e) decides whether the final syllabprasided with a rhythmic beat or not.

| have shown that these parameters account fattbsted variety of languages in
terms of their rhythmic properties (see 24, 25, 86, 53, 59). Together with the
accentual theory proposed in van der Hulst (20h2je summarized in section 3, the
present chapter offers a comprehensive accounthat v& presently known about the
class of possible word stress systems.
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